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1. Overall Description:
RAN1 would like to thank RAN4 for the LS on 6GR system parameter evaluations in R1-2508314/R4-2514643.
Regarding the Study on 6G Radio, RAN1 has made following progress so far:
	Overview of 6GR air interface
Agreement
Study a scalable 6GR design for diverse device types, considering aspects:
· What should be commonly applicable to all 6G device types
· FFS: add-on features dedicated to specific device types, if any

Agreement
Study the device types from physical layer perspective to be supported by 6GR, subject to further discussion and confirmation in RAN.

Agreement
For the study of RAN1 6GR design, consider the minimum spectrum allocation in which 6G can operate, subject to further discussion and confirmation in RAN.
· Note: RAN4 involvement is necessary.

Agreement
On enhanced overall coverage, identify coverage target(s) considering diverse use cases and device types.

Agreement
Identify the high-level aspects which impact on the 6GR sync signal structure and associated periodicity.

Agreement
Identify the high-level aspects which impact on the NR-6GR MRSS support.
· Including the lessons learned from LTE-NR DSS.

Agreement
Study and identify the lessons learned from NR BWP framework.

Agreement
Study and identify the lessons learned from NR spectrum utilization and aggregation framework.
· DC is subject to RANP decision in June 2026.
· Note: MRSS aspects are separate discussion.

Agreement
Study the following smallest maximum supported RF and BB UE BW without spectrum aggregation for at least one low-tier device type supported by 6GR framework from physical layer perspective, subject to further discussion and confirmation in RAN
· Opt1: 3MHz
· Opt2: 5MHz
· Opt3: 10MHz
· Opt4: 20MHz
· FFS: the UL bandwidth may be different to the DL bandwidth.
· FFS: the bandwidth value may be different for different SCS, duplex modes, and bands.
· FFS: whether RF and BB UE BW are same or different.

Agreement
Study and identify the lessons learned from NR duplex modes.
On 6GR duplexing study, RAN1 considers at least following duplex types:
· FD-FDD
· Semi-static TDD
· gNB semi-static SBFD
· HD-FDD on UE side
· Dynamic TDD
Study whether to consider following duplexing types
· gNB dynamic SBFD
· UE SBFD
· gNB FD
· Note: Other duplex modes are not precluded.

Agreement
For harmonized 6GR design for TN and NTN, RAN1 studies to identify the technical aspects affected by NTN characteristics, as well as lessons learned from NR/IoT NTN.

Agreement
· RAN1 provides methodology and corresponding initial analysis of potentially achievable coverage to RAN#110 to determine the coverage target(s)

Agreement
· High-level aspects to consider for the 6GR sync signal structure include, but not limited to
· Sync raster design
· Spectrum allocation
· smallest maximum supported RF and BB UE BW without spectrum aggregation
· mobile broadband service requirements as high priority
· Energy efficiency for both BS and UE
· Detection/tracking performance, latency, and complexity
· Including initial cell search
· Coverage target
· Common design for diverse device types
· Consideration of the supported deployment
· Consideration on whether the single sync signal structure is sufficient
· Note: Aspects impacting on the periodicity is to be discussed under AI11.5

Agreement
· The aspects to consider for supporting NTN include, but not limited to
· Initial access, including cell search and SSB periodicity
· Coverage
· Duplexing
· Capacity
· Signalling overhead
· GNSS-less/resilient/based operation
· Large/varying doppler and propagation delay
· Beamforming / beam management / beam hopping

Note:
· High-level aspects to consider to enable lower CAPEX/OPEX with respect to current networks include, but not limited to
· UE/NW implementation complexity
· UE/NW energy efficiency
· MRSS
· Spectrum efficiency

Chair note:
For the discussion of “Re-use of existing 5G mid-band (~3.5GHz) site grid for 6G deployments in at least around 7 GHz and targeting comparable coverage to 5G mid-band”, to give a reference methodology of the coverage of mid-band (~3.5GHz) with a list of factors and their corresponding values, where all the factors will be used for the coverage assumption of around 7GHz.

Agreement
If the minimum spectrum allocation is 3MHz with 15kHz SCS for 6GR,
· Opt1: Design of the common signals/channels (at least for SSB) for initial access by assuming bandwidth larger than 3MHz, which is applicable to any spectrum allocations with adjustment, if applicable
· Opt2: A single design of the common signals/channels (at least for SSB) for initial access by assuming minimum spectrum allocation as target bandwidth 3MHz, which is applicable to any spectrum allocations

Agreement
Skeleton for TR 38.760-1 “Study on 6G Radio RAN1 aspects” v0.0.3 in R1-2509569 is endorsed.

Agreement
· For scalable 6GR design for diverse device types, RAN1 can at least consider the following, targeting applicable to all 6G device types,
· Basic initial access procedures from RAN1 perspective
· Other PHY features after initial access procedure, e.g., Other DL/UL control, scheduling/HARQ
· Coverage features to meet the identified coverage target
· Energy saving both at BS and UE sides
· MRSS
· Note: whether these features are supported, mandatory or optional is separate discussion


Evaluation assumptions for 6GR air interface
Agreement
· The deployment scenarios in TR38.914 should be considered for evaluation assumption
· The common evaluation assumptions including the antenna modelling, general system-level simulation assumptions (including the carrier frequency, bandwidth and subcarrier spacing used for link-level simulation) for the deployment scenarios in TR38.914, link budget and traffic models will be discussed in AI 11.2
· Other assumptions including for link-level simulation specific to each technical topic will be separately discussed under each individual agenda. 
· Note: Subcarrier spacing decision is up to AI 11.3.2.

Conclusion
Template in R1-2506582 is to be used for collecting inputs from companies.
· Additional NTN or TN assumptions, if any, or any necessary change of the parameters, are to be incorporated into the updated one of R1-2506582.

Agreement
· Study which of the following traffic models are to be used for 6G evaluations, e.g., 
· Full buffer
· FTP Model 1 (in TR 36.814)
· FTP Model 2 (in TR 36.814)
· FTP Model 3 (in TR 36.872)
· XR Traffic models (in TR 38.838) 
· VoIP model (as in TR 36.814)
· Instant message (as in TR 38.840)
· Study whether to introduce the following traffic models for 6G evaluations considering, e.g., 
· FTP-3 variant with packet delay budget requirement
· Details FFS
· New traffic model considering a mixed/variable packet size and the associated time domain behaviors (e.g., time between adjacent packet arrivals, packet delay budget)
· Details FFS
· New traffic model(s) considering the new use cases or services, e.g., AI/ML services, immersive communication services, etc.
· Details FFS
· Study whether to introduce new/additional approaches that can reflect the impact of bidirectional traffic flows on performance metrics (e.g., impact of UL TCP ACK latency on DL throughput/latency)
Note: Whether/how to consider the combination of traffic model and loading level will be studied under individual agendas.

Agreement
For around 700MHz, for TXRU mapping at base station, it is adopted as mandatory option for simulation campaign that a single TXRU is mapped per panel per subarray per polarization.
Note: Companies can provide results optionally, assuming fully connected TXRU mapping within a panel per polarization.

Agreement
· For around 700MHz, 32 for total number of antenna element at base station, 4 for total number of TXRU at base station, (8, 2, 2, 1, 1; 1, 2) for (M,N,P,Mg,Ng; Mp, Np), and (0.5, 0.5)λ for (dH,dV) are assumed as the baseline combination.
· For around 700MHz, 64 for total number of antenna element at base station, 8 for total number of TXRU at base station, (8, 4, 2, 1, 1; x, y) for (M,N,P,Mg,Ng; Mp, Np), and (0.5, 0.5)λ for (dH,dV) are assumed as the optional combination.
Note: Other values/combinations are up to company to report

Agreement
For around 2GHz carrier frequency, for BS antenna modelling
	BS antenna modelling
	Total number of antenna elements
	Total number of TXRU
	(M, N, P, Mg , Ng; Mp, Np)
	(dH,dV)

	Indoor

	Combination 1(Optional)
	8
	4
	(2, 2, 2, 1, 1; 1, 2)
	(0.5, 0.5)λ

	Combination 2 (Baseline)
	32
	8
	(4, 4, 2, 1, 1; 1, 4)
	(0.5, 0.5)λ

	
	
	
	
	

	Outdoor

	Combination 1(Optional)
	32
	4
	
	(0.5, 0.8)λ

	Combination 2 (Baseline)
	192
	64
	(12, 8, 2, 1, 1; 4, 8)
	(0.5, 0.5)λ

	Note1: A single TXRU is mapped per panel per subarray per polarization as mandatory option. Companies can provide results optionally, assuming fully connected TXRU mapping within a panel per polarization.
Note2: Other combinations used in the simulation results are up to company to report.



Conclusion
The following existing traffic models could be used for 6GR performance evaluations, 
· Full buffer
· FTP Model 1 (in TR 36.814)
· FTP Model 3 (in TR 36.872)
· XR Traffic models (in TR 38.838) 
· VoIP model (as in TR 36.814)
· Instant message (as in TR 38.840)
· Note that which model(s) will be used can be further decided when performing simulations in each individual topic.

Agreement
For the study traffic model(s) for 6GR AI/ML services:
· A representative AI/ML service is the generative AI, e.g., as defined in TR22.870.
Send LS to SA4 (cc RAN2, SA1, SA2) requesting input if any on traffic characteristics for AI/ML services.

Note: RAN1 is discussing the following options for the model:
· Option-1a: The model is parameterized by Token, e.g., Token size, Token arrival rate, and Token delay budget. 
· Token is the minimum unit of data generated in the application layer.
· How to associate Tokens to PHY layer packets.
· How to reflect the variable importance of tokens.
· Whether other parameters are additionally needed when tokens are encapsulated together into a packet, e.g., packet arrival rate, packet success rate, and packet delay.
· Option-1b: The model is characterized by the parameters of PHY layer packet, including e.g., packet size, arrival rates, latency requirement, reliability requirement, etc.
· Option-1c: reusing or extending the FTP-3/XR traffic model.
· FFS other models/options need to be defined for other AI/ML services. 

Agreement
Study traffic modelling for evaluations related to immersive communication services including but not limited to advanced XR [e.g., TR22.870] and haptics services,
· XR traffic models (in TR 38.838) are considered as starting point. 
· FFS the detailed modifications on the parameters to the XR traffic model, e.g., higher packet size, higher packet arrival rate, higher packet size deviation, PDB, etc.
· FFS how many models need to be defined and the corresponding representative use cases.
· FFS how to incorporate haptics traffic (TR26.854).
Send LS to SA4 requesting input if any on the relevant traffic characteristics, RAN1 can continue the study before SA4 potential response. 

Agreement
Study extensions to FTP Model 1/FTP Model 3 to incorporate the following:
· Multiple packet sizes and associated time-domain behaviors (e.g., inter arrival time)
· FFS number of packet sizes (e.g., 2 or 3).
· FFS whether to have fixed or variable packet size and packet arrival rate for a given UE.
· FFS applicability of multiple packet sizes to only one or both of FTP Model 1/FTP Model 3.
· FFS packet size and arrival rate characteristics.
· Packet delay budget (PDB) related parameters
· FFS PDB applicability to packets (e.g., one PDB parameter for only one traffic flow or different PDB parameters for different traffic flows).
· FFS how to consider the PDB, e.g., whether to drop packets when exceeding the budget, PDB aware metric.
· Note consider the following for PDB:
· Applicability to the extension to FTP Model 1/ FTP Model 3 with one packet size.
· Applicability or not to the extension to FTP Model 1/ FTP Model 3 with multiple packet sizes.

Agreement
The attached templates for NTN in R1-2507956 are endorsed in principle.

Agreement
The following configurations for system-level simulations could be used for 6GR evaluation:
	
	Indoor Hotspot
	Dense Urban
	Rural
	Urban Macro
	Sub-urban macro

	Carrier frequency
	Around 2 GHz
Around 4 GHz
Around 7 GHz
Around 15 GHz
Around 30 GHz
	Around 700 MHz
Around 2 GHz
Around 4 GHz
Around 7 GHz
Around 15 GHz
Around 30 GHz
	Around 700 MHz
Around 2 GHz
Around 4 GHz
Around 7 GHz

	Around 700 MHz
Around 2 GHz
Around 4 GHz
Around 7 GHz
Around 15 GHz
Around 30 GHz
	Around 700 MHz
Around 2 GHz
Around 4 GHz
Around 7 GHz
Around 15 GHz
Around 30 GHz

	Aggregated BW
	Follow system bandwidth per carrier frequency in TR 38.914 as
1) Around 700 MHz: Up to 60 MHz
2) Around 2GHz: Up to 200 MHz
3) Around 4GHz: Up to 300 MHz 
4) Around 7GHz: Up to 400MHz
5) Around 15GHz: Up to 400MHz  
6) Around 30GHz: Up to 1GHz 

	Simulation BW
	Around 700 MHz: 20MHz, 60MHz

	
	Around 2 GHz: 20MHz, 100MHz, 200MHz

	
	Around 4 GHz: 20MHz, 100MHz, 200MHz, 300MHz

	
	Around 7 GHz: 20MHz, 100MHz, 200MHz, 400MHz

	
	Around 15 GHz: 20MHz, 100MHz, 200MHz, 400MHz

	
	Around 30GHz: 100MHz, 400MHz, 800MHz

	
	Note: other simulation BW could be considered.

	Note: The layout for each scenario will be separately discussed, including the carrier frequency combination for single layer and/or two layers.



Agreement
Draft LS R1-2508183 is endorsed in principle.
Agreement
Final LS R1-2508184 is endorsed.

Agreement
For link budget template, consider the following candidates:
· Candidate 1: Reusing the link budget template from TR38.830, i.e., the following table with notes as follows:
· The values of the parameters are TBD.
· MCL in row (22bis) is TBD.
· FFS: whether/how/why to update 

	System configuration

	Channel for evaluation
	

	Scenarios and Carrier frequency (GHz)
	

	BS antenna heights (m)
	

	UT antenna heights (m)
	

	Cell area reliability (%)
	

	Lognormal shadow fading std deviation (dB)
	

	Tx Diversity
	

	Number of SSB
	

	Transmitter

	(1) Number of transmit antenna elements
	

	(2) Number of transmit TxRUs
Note: this row is void (left empty) for uplink
	

	(2a) Number of transmit chains modelled in LLS
	

	(3) Total transmit power (dBm) 
Note: total transmit power for system bandwidth 
	

	(3a) System bandwidth for downlink, or occupied bandwidth for uplink (Hz)
	

	(3b) Power Spectrum Density = (3) - 10 log( (3a) / 1000000 )  (dBm/MHz) 
Note: no PSD constraint for uplink
	

	(3c) Bandwidth used for the evaluated channel (Hz)
Note: (3c) is identical to the number of PRBs assigned to the channel evaluated.
For uplink, (3a) = (3c)
	

	(3bis) Total transmit power for occupied bandwidth    = (3b) + 10 log ((3c) /1000000) (dBm)
	

	(4) Total antenna gain at antenna gain component 3 & antenna gain component 4 of transmitter = (4a) – (4b) (dB)
	

	(4a) Antenna gain at antenna gain component 3 & antenna gain component 4 of transmitter
= (4c) + 10 log ((1) / (2)) (dB) for downlink, and
= (4c) + 10 log ((1) / (2a)) (dB) for uplink
	

	(4b) Antenna gain correction factor at antenna gain component 3 & antenna gain component 4 of transmitter (dB)
	

	(4c) Gain of antenna element (dBi) 
	

	(5) Total antenna gain at antenna gain component 2 of transmitter = (5a) - (5b) (dB)
Note: zero for uplink
	

	(5a) Antenna gain at antenna gain component 2 of transmitter = 10 log((2)/(2a)) (dB)
Note: zero for uplink
	

	(5b) Antenna gain correction factor at antenna gain component 2 of transmitter (dB)
Note: zero for uplink
	

	(8) Cable, connector, combiner, body losses, etc. (enumerate sources) (dB) (feeder loss must be included for and only for downlink)
	

	(9) EIRP = (3bis) + (4) + (5) – (8) dBm
	

	Receiver

	(10) Number of receive antenna elements
	

	(10a) Number of receive TxRUs
Note: this row is void (empty) for downlink
	

	(10b) Number of receive chains modelled in LLS
	

	(11) Total antenna gain at antenna gain component 3 & antenna gain component 4 of receiver = (11a) - (11b) (dB) 
	

	(11a) Antenna gain at antenna gain component 3 & antenna gain component 4 of receiver 
= (11c) + 10 log ((10)/(10a)) (dB) for uplink
 = (11c) + 10 log ((10)/(10b)) (dB) for downlink
	

	(11b) Antenna gain correction factor at antenna gain component 3 & antenna gain component 4 of receiver (dB)
	

	(11c) Gain of antenna element (dBi)
	

	(11bis) Total antenna gain at antenna gain component 2 of receiver = (11bis-a) - (11bis-b) (dB)
Note: zero for downlink
	

	(11bis-a) Antenna gain at antenna gain component 2 of receiver = 10 log((10a)/(10b)) (dB)
Note: zero for downlink
	

	(11bis-b) Antenna gain correction factor at antenna gain component 2 of receiver (dB)
Note:  zero for downlink
	

	(12) Cable, connector, combiner, body losses, etc. (enumerate sources) (dB) (feeder loss must be included for and only for uplink)
	

	(13) Receiver noise figure (dB)
	

	(14) Thermal noise density (dBm/Hz)
	

	(15) Receiver interference density (dBm/Hz) 
	

	(16) Total noise plus interference density        = 10 log (10^(( (13) + (14))/10) + 10^((15)/10))    (dBm/Hz)
	

	(18) Effective noise power = (16) + 10 log ((3c)) (dBm)
	

	(19) Required SNR (dB)
	

	(20) Receiver implementation margin (dB)
	

	(21) H-ARQ gain (dB)
Note: Only applicable if HARQ is not considered in LLS
	

	(22) Receiver sensitivity = (18) + (19) + (20) – (21) (dBm)
	

	(22bis) MCL = (3bis) – (22) + (5) + (11bis)   (dB)
	

	(23) Hardware link budget, a.k.a. MIL = (9) + (11) + (11bis) − (12) − (22) (dB)
Note: MIL can also be derived by (22bis) + (4) – (8) + (11) − (12)
	

	Calculation of available pathloss

	(25) Shadow fading margin (function of the cell area reliability and lognormal shadow fading std deviation) (dB)
	

	(26) BS selection/macro-diversity gain (dB)
	

	(27) Penetration margin (dB)
	

	(28) Other gains (dB) (if any please specify)
	

	(29) Available path loss = (23) – (25) + (26) – (27) + (28) (dB)
	

	Range/coverage efficiency calculation

	FFS: (30) Maximum range (based on (29) and according to the system configuration section of the link budget) (m)
	



· Candidate 2: Template as Table 7.10.1-1 from TR38.913.
· FFS: whether/how/why to update.
	Item
	Value

	Transmitter
	

	(1) Tx power  (dBm)
	

	Receiver
	

	(2) Thermal noise density (dBm/Hz)
	

	(3) Receiver noise figure (dB)
	

	(4) Interference margin (dB)
	

	(5) Occupied channel bandwidth (Hz)
	

	(6) Effective noise power
         = (2) + (3) + (4) + 10 log(5)  (dBm)
	

	(7) Required SINR (dB)
	

	(8) Receiver sensitivity
         = (6) + (7) (dBm)
	

	(9) MaxCL 
         = (1) - (8) (dB)
	



Agreement
For around 4GHz carrier frequency:
	BS antenna modelling
	Total number of antenna elements
	Total number of TXRU
	(M, N, P, Mg, Ng; Mp, Np)
	(dH,dV)

	Indoor

	Combination 1
	32
	32
	(4, 4, 2, 1, 1; 4, 4)
	(0.5, 0.5)λ

	Combination 2
	128
	32
	(8, 8, 2, 1, 1; 2, 8)
	(0.5, 0.5)λ

	Combination 3
	256
	64
	(16, 8, 2, 1, 1;4, 8)
	(0.5, 0.5)λ

	Outdoor

	Combination 1
	192
	64
	(12, 8, 2, 1, 1; 4, 8)
	(0.5, 0.8)λ

	Combination 2
	256
	64
	(16, 8, 2, 1, 1; 4, 8)
	(0.5, 0.8)λ

	Combination 3
	512
	128
	(16, 16, 2, 1, 1; 4, 16)
	(0.5, 0.5)λ

	Note1: A single TXRU is mapped per panel per subarray per polarization as mandatory option. Companies can provide results optionally, assuming fully connected TXRU mapping within a panel per polarization.
Note2: Other combinations used in the simulation results are up to company to report.



For around 7GHz carrier frequency: 
	BS antenna modelling
	Total number of antenna elements
	Total number of TXRU
	(M, N, P, Mg, Ng; Mp, Np)
	(dH,dV)

	Indoor

	Combination 1
	64
	32
	(4, 8, 2, 1, 1; 2, 8)
	(0.5, 0.5)λ

	Combination 2
	256
	64
	(16, 8, 2, 1, 1; 4, 8)
	(0.5, 0.5)λ

	Combination 3
	512
	128
	(16, 16, 2, 1, 1; 8, 8)
	(0.5, 0.5)λ

	Outdoor

	Combination 1
	768
	128
	TBD
	(0.5, 0.8)λ

	Combination 2
	1024
	256
	(32, 16, 2, 1, 1; 8, 16)
	(0.5, 0.8)λ

	Combination 3
	1536
	256
	TBD
	(0.5, 0.8)λ

	Combination 4
	2048
	256
	(32, 32, 2, 1, 1, 8, 16)
	(0.5, 0.5)λ

	Combination 5
	2048
	512
	(64, 16, 2, 1, 1; 16, 16)
	(0.5, 0.5)λ

	Note1: A single TXRU is mapped per panel per subarray per polarization as mandatory option. Companies can provide results optionally, assuming fully connected TXRU mapping within a panel per polarization.
Note2: Other combinations used in the simulation results are up to company to report.



For around 30GHz carrier frequency: 
	BS antenna modelling
	Total number of antenna elements
	Total number of TXRU
	(M, N, P, Mg, Ng; Mp, Np)
	(dH,dV)

	Indoor

	Combination 1
	128
	8
	(4, 4, 2, 2, 2; 1, 1)
	(0.5, 0.5)λ

	Combination 2
	512
	8
	(8, 8, 2, 2, 2; 1, 1)
	(0.5, 0.5)λ

	Combination 3
	1024
	8
	(16, 8, 2, 2, 2; 1, 1)
	(0.5, 0.5)λ

	Combination 4
	768
	2
	(24, 16, 2, 1, 1; 1, 1)
	(0.5, 0.5)λ

	Outdoor

	Combination 1
	2048
	16 
	(16, 8, 2, 4, 2; 1, 1)
	(0.5, 0.5)λ

	Combination 2
	4096
	32
	(16, 8, 2, 4, 4; 1, 1)
	(0.5, 0.5)λ

	Combination 3
	1024
	4
	(16, 16, 2, 2, 1; 1, 1)
	(0.5, 0.5)λ

	Note1: A single TXRU is mapped per panel per polarization as mandatory option. Companies can provide results optionally, assuming a single TXRU is mapped per panel per subarray per polarization as mandatory option.
Note2: Other combinations used in the simulation results are up to company to report.



Agreement
At least the following carrier frequencies could be considered (from RAN1 perspective) for 6GR NTN evaluations:
-	L-band (i.e., 1.5GHz)
-	S-band (i.e. 2 GHz)
-	Ku-band (FFS detailed frequency range)
-	Ka-band (i.e. 30 GHz for UL, 20GHz for DL)

Agreement
Updating the BS antenna modelling agreed in the last meeting as follows:
· For around 700MHz carrier frequency, for BS antenna modelling, 
· update the (8, 4, 2, 1, 1; x, y) to be (8, 4, 2, 1, 1; 1, 4).
· For around 2GHz carrier frequency, for BS antenna modelling, 
· for outdoor combination 1 (i.e., 32AE/4TXRU), update the (M,N,P,Mg,Ng; Mp,Np) to be (8, 2, 2, 1, 1; 1, 2)
· For around 7GHz carrier frequency, for BS antenna modelling, 
· for outdoor combination 1 (i.e., 768AE/128TXRU), update the (M,N,P,Mg,Ng; Mp,Np) to be (24, 16, 2, 1, 1; 4, 16).
· for outdoor combination 3 (i.e., 1536AE/256TXRU), update the (M,N,P,Mg,Ng; Mp,Np) to be (48, 16 ,2, 1, 1; 8, 16).

Agreement
For 6GR evaluation, the layout for system-level simulation is assumed as follows:
· Note: Single layer will be prioritized for the evaluations.
· Note: The carrier frequency for the corresponding layout for the two layers will be reported by companies for the evaluations.  
· FFS the minimum distance for random drop in two layers. 
· Note: for system-level simulation of MIMO schemes, specific assumptions could be discussed under MIMO discussion
	Parameters
	Indoor Hotspot
	Dense Urban
	Rural
	Urban Macro
	Suburban Macro

	Layout
	Single layer 
- Indoor floor (Open office), 
(Room size: 120m x 50m)

	Single layer:
- Hex. Grid

Two layers:
- Macro layer: Hex. Grid
- Micro layer: Random drop
	Single layer:
- Hex. Grid
	Single layer:
- Hex. Grid

Two layers:
- Macro layer: Hex. Grid
- Micro layer: Random drop
	Single layer:
- Hex. Grid



Agreement
For FTP Model 3, the packet delay budget (PDB) can be additionally considered,
· The latency characteristic of the traffic in RAN side (i.e., air interface) is modelled as packet delay budget (PDB). The PDB is a limited time budget for a packet to be transmitted over the air from a BS to a UE for DL, or from a UE to a BS for UL. 
· For a given packet, the delay of the packet incurred in air interface is measured from the time that the packet arrives at the BS to the time that it is successfully transferred to the UE for DL, or from a UE to a BS for UL. If the delay is larger than a given PDB for the packet, the packet is said to violate PDB, otherwise the packet is said to be successfully delivered.
· Values for PDB, e.g., {10ms, 20ms, 30ms, 50ms, 100ms, 200ms, 300ms, 1000ms, 2000ms} can be considered.
· Which values will be used will consider the use case for the evaluations.

Agreement
For 6GR evaluations related to Massive Communication (IoT),
· For comparability with 5G results and verify that 6G can meet the IMT-2030 connection density requirements, the mMTC traffic model from IMT-2020 (TR 37.910) may be used as a starting point. This traffic model can be applied in UL or DL.
· FFS: necessity of new traffic model(s) for 6GR evaluation in RAN1, e.g., for the following traffic types.
· Triggered/polled reporting
· Autonomous reporting (event-driven or periodic)
· Remote actuation
· Firmware/software upgrade

Working Assumption
For 6GR evaluations related to immersive communications services, the following two amended XR models based on the existing XR traffic model (in TR 38.838) can be considered:
· Model-1: eXR model without Haptics
· Regarding the statistical parameters for single stream CG traffic model defined in Table 5.4.1-1 TR 38.838, add values for immersive gaming regarding the data rate and the frame generation rate as in red:
	Parameters
	unit
	Baseline values for evaluation
	Optional values for evaluation
	Values for immersive gaming

	data rate: R 
	Mbps
	30, 8 
	45 
	100, 300, 500

	frame generation rate: F 
	fps or Hz
	60 
	
	90,120

	PDB
	ms
	15
	10, 30
	15, or 10, 30



· Regarding the statistical parameters for packet size following truncated Gaussian distribution in Table 5.1.1.1-1 TR 38.838, add values for immersive gaming regarding STD, Max, and Min values as in red:
	Parameter
	unit
	Baseline values for evaluation
	Optional values for evaluation for single eye buffer
	Values for immersive gaming

	Mean: M
	byte
	R×1e6 / F / 8
	R×1e6 / F / 8
	R×1e6 / F / 8

	STD
	byte
	10.5% of M
	3 % of M
	[25 %] of M

	Max
	byte
	150% of M
	109% of M
	300% of M

	Min
	byte
	50% of M
	91% of M
	25% of M

	R: data rate of the flow in Mbps.
F: frame generation rate of the flow in fps.
Note that the mean and STD apply before truncation applies.
Note that the value of R, F depend on application.



· Regarding the statistical parameters for AR UL Model 1 defined in Table 5.5.2.1-1 TR 38.838, add values for UL-heavy video uploading regarding packet size, generate rate, data rate, and PDB values as in red:
	Parameters
	unit
	value
	Values for UL video uploading

	Packet size
	byte
	Follows clause 5.1.1.1 (i.e., mean packet size = R×1e6 / F / 8, STD/Min/Max=10.5/50/150%)

	1st candidate: Follows clause 5.1.1.1 (i.e., mean packet size = R×1e6 / F / 8, STD/Min/Max=10.5/50/150%)
2nd candidate: Follows clause 5.1.1.1 (i.e., mean packet size = R×1e6 / F / 8, STD/Min/Max=[25]/25/300%)

	packet generation rate: F 
	Hz
	60
	15, 30

	Jitter
	ms
	Optional, follows the description in clause 5.1.1.2
	Optional, follows the description in clause 5.1.1.2

	Data rate: R
	Mbps
	10 (baseline), 20 (optional)
	20, 60, 100

	PDB
	ms
	30 (baseline), 10 or 15 or 60 (optional)
	10, 15



· The jitter is modelled the same as XR traffic model.

· Model-2: eXR model with Haptics
· Haptics traffic is defined as XR traffic packet generation with co-generated haptics packets.
· FFS on how to generate the multi-channel haptics packet including how to handle silent periods of haptics and the haptics packet sizes.
· FFS on how to co-generate haptics packets and the XR traffic packets.
· Haptics packets has packet delay budget (PDB) of either 12 msec or 30 msec, which can be selected as a traffic model parameter.
· Send LS to SA4 to inform about the above agreement and check if SA4 has related inputs for the model.
Note: whether the working assumption can be confirmed relies on SA4’s response

Agreement
· For FTP3 extension with multiple packet sizes (the number of packet size X =FFS: 2 or 3), FTP 3-extension 1
· For each packet size S_i, the packets arrive according to Poisson distribution (as FTP 3) with mean inter-arrival time T_i  (or arrival rate λ_i where T_i = 1/ λ_i)
· Y packet sizes are simulated for each UE
· Down-select one from following
· Alt1: Y=1; X=e.g., 2 or 3
· Alt2: Y=X; X=e.g., 2 or 3
· Alt3: Either Alt1 or Alt2 can be used depending on the evaluation purpose
· FFS: values of S_i and T_i, and their inter-relation (if any)
· FFS: change “packet size” to “File size” (terminology)
· FFS timing relationship for different packet sizes if Y=X. 
· FFS the number of UEs for each of X different sizes in a drop if Y=1. 
· Note: PDB can be considered separately if needed
· Note: modeling sessions with multiple packets in each session can be discussed separately if needed. 
· Down-selection between X=2 and 3. 


Waveform
Agreement (first agreement for 6G!!)
CP-OFDM and DFT-s-OFDM waveforms as defined in 5G NR are supported as the basis for 6GR for uplink
· Enhancements/modifications on CP-OFDM/DFT-s-OFDM will be studied as potential additions
· Other OFDM based waveforms are not precluded.

Agreement
CP-OFDM waveform as defined in 5G NR is supported as the basis for 6GR for downlink
· Enhancements/modifications on CP-OFDM will be studied as potential additions
· DFT-s-OFDM or any other OFDM-based waveform will be studied as a potential additional waveform for downlink
Note: proponents to identify at least the target use cases, signals/channels to use the waveform, and how the proposal is intended (if applicable) to support multiplexing with CP-OFDM, including MRSS, and how multi-user multiplexing is supported, etc.

Note:
Proponents are encouraged to provide more detailed information on their proposals for the next meeting, e.g.:
Proponents to characterize the main motivation for modification/additional waveform proposals:
· Targeted link direction, i.e. DL, UL or both
· Targeted use case (e.g. NTN, specific frequency range, etc.), if any
· Potential motivations metrics used, and quantified gains for a proposal, e.g. 
· Coverage
· Network energy efficiency
· UE energy efficiency
· Spectral efficiency
· High speed tolerance
· Scheduling flexibility
· Integration with ISAC
Proponents provide information on the following aspects, if applicable
· MRSS compatibility
· Target channels/signals, e.g. all channels, PxSCH only, etc.
· MIMO (SU and MU-MIMO) compatibility
· Target modulations, and impact to other modulations, if applicable
· Multi-user multiplexing/scheduling flexibility
· Multiplexing/coexistence with baseline waveforms
· Impact on synchronization and initial access 
· Expected specification impact
· Transmitter/receiver complexity and impact to power consumption.

Agreement
Draft LS R1-2508068 is endorsed with following revision:
1. removing “Additionally, if time permits, any feedback for CP-OFDM PAPR reduction/MPR values achievable by implementation is also appreciated.”

Agreement
Final LS R1-2508069 is endorsed.

Agreement
· For uplink low-PAPR proposals, the link level performance evaluation criterion is Net Gain assuming same spectrum efficiency as the reference 
· Net Gain [dB] = Tx power gain relative to the reference – SNR degradation relative to the reference @10% BLER
· A realistic PA model should be used
· When calculating the Tx power gain, the RAN4 metrics on the Tx power should be taken into account. 
· For SNR degradation, fading channel and non-ideal channel estimation, including DMRS configuration, and equalization is encouraged.
· FFS: Other evaluation metrics
· Note: Companies to report how to calculate the Tx power gain, modulation and coding

Agreement
· Study the evaluation method for evaluating DFT-s-OFDM for UL with number of layers > 1.

R1-2508068	Draft LS on PA models in 6GR waveform evaluations	Huawei
Decision: This was endorsed with the removal of the last sentence.
R1-2508069	LS on PA models in 6GR waveform evaluations	RAN1, Huawei
Decision: This was approved and sent out on 14 October.

Agreement
Add the following metrics for UL PAPR reduction to the existing agreement (made in RAN1#122b)
· Net gain@10% BLER assuming similar spectral efficiency and same occupied bandwidth for each compared method
· ACLR, EVM, IBE

Agreement
General evaluation assumptions for UL low-PAPR proposals

	
	3GPP 6GR

	Carrier frequency and scenario
	4GHz

	Channel BW
	At least 100MHz for Urban (4GHz)


	Occupied BW
	To be discussed with detailed simulation assumptions

	SCS
	30 kHz for 4GHz

	Channel model
	TDL-C 300ns for 4GHz

	UE speed
	3km/h

	Number of Tx antennas for TDL channel
	1

	Number of Rx antennas for TDL channel
	1 and 4 for 4GHz 

	Number of DMRS symbols/slot (location as defined in NR)
	2

	Number of PUSCH data symbols/slot
	12

	HARQ configuration
	No retransmissions

	Frequency hopping
	Disabled



Agreement
For single user evaluation assumption for MCS and subcarriers UL low-PAPR proposals with spectrum extension
	No Spectrum Extension
	With Spectrum Extension

	MCS
	#subcarriers

	#SCs before extension )

	Occupied BW:
#SCs after extension ()
	Spectrum extension
Extension: 

	NR MCS
	
	
	
	




For single user evaluation assumption for MCS and subcarriers UL low-PAPR proposals with spectrum truncation
	No Spectrum Truncation
	With Spectrum Truncation

	MCS
	#subcarriers

	#SCs before truncation )

	Occupied BW:
#SCs after truncation ()
	Spectrum truncation factor
Truncation: 

	NR MCS
	
	
	𝐵
	



Note: other values for extension or truncation are not precluded.

Agreement
For both CP-OFDM and DFT-S-OFDM, for single user evaluation assumption for MCS and subcarriers UL low-PAPR proposals with tone reservation. 
	MCS
	Occupied BW:
#subcarriers

	#reserved tones
(inband/sideband)

	Ratio of reserve

	NR MCS
	
	
	A/𝐵



Agreement
Table is endorsed to characterize each proposal as a potential RAN1 observation.
Characterization of each waveform proposal
	
	Description

	Name of the proposal
	

	Motivation of the proposal
	E.g. TN, NTN, ISAC, etc…

	Applicable link direction
	DL/UL/both

	Enhancement to CP-OFDM?
	No/Yes

	Enhancement to DFT-s-OFDM?
	No/Yes

	Additional OFDM-compatible waveform?
	No/Yes

	Target channel(s)/signal(s)
	PDCCH/PDSCH/PUCCH/PUSCH/xxx

	Target modulation
	

	Motivation / use case
	Improved spectral efficiency, …

	Key Metric / KPI
	Spectral efficiency, …

	Key spec impact foreseen
	

	MRSS compatibility
	Please explain

	Multiplexing/coexistence with other waveforms
	Please explain

	Multi-user multiplexing
	Please explain

	MIMO compatibility
	Please explain



Agreement
For UL PAPR reduction, values for occupied BW B:
· {2, 4, 8, 16, 24, 30, 32, 64, 128, 240, 256} PRBs. 
· Other PRB allocations are not precluded. 
· Edge, outer and inner PRB allocations as defined in TS 38.101 should be considered.

Agreement
· Performance benefit to be evaluated using both link level and system level simulation.
· FFS: metrics
· [bookmark: _Hlk214483943]Link level configuration for multi-layer UL waveforms study.
	Parameters
	Values

	Carrier frequency​​
	4 GHz

	Subcarrier spacing​​
	30 kHz​​

	UE antenna ports
	2, 4

	BS antenna ports
	64, port reduction is not precluded

	FDRA
	4, 8, 16, 32, 64​​ 

	Waveform​​s
	CP-OFDM 
DFT-s-OFDM​​

	MCS/modulation​​
	NR UL MCS table with 256 QAM

	Number of layers​
	2 layers​​, 4 layers

	Channel model​​
	CDL-A30​​, TDL-C300, CDL-C300,

	UE speed​​
	3km/h​​, 30 km/h

	Channel est.​​
	Practical​

	SRS periodicity
	To be reported by the company

	Receiver
	LMMSE

	HARQ retransmission​
	Disabled

	DMRS configuration
	Configuration type 1
2 DMRS symbols per slot

	Number of PUSCH data
	12 symbols

	Waveform and MIMO configuration
	5G codebook, to be reported by the company

	BLER target
	10%	

	Frequency hopping
	Disabled

	Power class and power mode
	Option 1: PC2, total power limited to 26 dBm. 
· MaxRank 2: Each PA is limited to 23 dBm
· MaxRank 4: Each PA is limited to 20 dBm
Option2: PC3, total power limited to 23 dBm. 
· MaxRank 2: Each PA is limited to 20 dBm
· MaxRank 4: Each PA is limited to 17 dBm





Frame structure
Agreement
· 6GR takes the following SCS as start point for discussion for all the signals/channels except PRACH. 
· For sub 6GHz
· The following subcarrier spacing is at least supported
· 15kHz SCS for FDD, 30kHz SCS for TDD
· FFS: 30kHz SCS for FDD for around e.g., 1-2.5GHz
· FFS: 7.5kHz SCS for sub1GHz (FDD)
· Whether to discuss the FFS will be subject to RANP decision.
· For around 7GHz
· The following subcarrier spacing options can be studied
· 30kHz, 60kHz
· FFS: For around 15GHz
· The following subcarrier spacing options can be studied
· 30kHz, 60kHz, 120kHz 
· Whether to discuss it will be subject to RANP decision
· For between 24.25GHz - 52.6GHz
· Subcarrier spacing 120kHz is supported
· FFS whether to allow using additional subcarrier spacing for SSB
· FFS subcarrier spacing for PRACH and up to initial access discussion.

Conclusion
Numerologies for sensing is up to sensing agenda discussion.

Agreement
6GR supports normal cyclic prefix, i.e., same as the normal CP defined in NR.
· FFS potential need for other CP.

Agreement
For communication, 6GR considers NR frame structure used as a starting point for the study item,
-	Resource defined by one subcarrier and one symbol is called as resource element (RE). 
-	Resource block (RB) is defined where the number of consecutive subcarriers per RB is the same for all numerologies and the number of subcarriers per RB is 12
-	Radio Frame length is 10ms
-	Each radio frame is split into 10 subframes, each with a duration of 1 ms
-	For given SCS and for given symbol, the symbol duration, normal CP length and boundary is same as NR design.
-	A slot is defined as supporting 14 consecutive symbols for normal CP case and all subcarrier spacings.

Agreement
6GR study assumes same SCS between 6GR Sync signals and other channels/signals (except PRACH) for a given band. 
· FFS: same/different SCS between 6GR sync signal and other channels/signals (except PRACH) for FR2-1.
· Note: ISAC is separately discussed in ISAC session.

Agreement
· RAN1 assumes 400MHz maximum channel bandwidth at network side and 30kHz SCS around 7GHz 
· Study whether and how to enable UE to support 400MHz bandwidth 

Conclusion
Extended CP will not be further studied for TN communication.

Agreement
· RAN1 assumes maximum channel bandwidth 800MHz or 400MHz at network side for FR2-1
· 800MHz or 400MHz, to be down-selected in the future
· FFS: 800MHz or 400MHz at UE side.

Agreement
For how to enable UE to support 400MHz bandwidth when a network supports 400 MHz Channel Bandwidth (CBW), the following options 1/2/3/4/5 are considered from RAN1 understanding for studying
[image: 图示

AI 生成的内容可能不正确。]
· Option 5: Variance of Option 3 by assuming single FFT and 2 RF chain.
· FFS which aspects of the BB processor in option 3 and 4 should be separated/parallelled.
· Note: DL and UL design options may be considered independently.
· To provide potential specification impact of each option.
· To provide investigations on performance/energy efficiency/cost/complexity for the above options.
· Inform RAN4 about the above information. 

Agreement
Draft LS R1-2509577 is endorsed.
Agreement
Final LS R1-2509578 is endorsed.



Channel coding
Chairman Guidance
For 6GR data channel coding, 
· Evaluations can be provided in form of BLER results.
· Evaluation/analysis on throughput, complexity, and decoding latency can be provided 
· Other metrics are not precluded.
· Proponent companies to provide their target scenarios and requirements, evaluation assumptions and methodologies for respective evaluation/analysis, e.g., decoding algorithm and details, information sizes, code rates, HARQ scheme, channel type, modulation order, target BLER, etc.
· Proponent companies to provide details of channel coding extension compared with NR channel coding.
· Proponent companies to provide justification for the channel coding extension, and how to satisfy 6G requirements and characteristics with acceptable performance/complexity trade-off, compared with data channel codes as defined in 5G NR.

RAN1 Chair guidance to the next meeting
For 6GR control channel coding, 
· Evaluations can be provided in form of BLER and FAR results. 
· Evaluations/analysis can be provided for complexity, decoding latency, 
· Other metrics are not precluded.
· Proponent companies to provide evaluation assumptions and methodologies for respective evaluation. 
· Proponent companies to provide details of channel coding extension compared with NR channel coding 
· Proponent companies to provide justification for the channel coding extension, compared with control channel codes as defined in 5G NR.

Working Assumption
· Study 6G data channel coding for higher throughput than 5G with acceptable performance-complexity tradeoff for both NW side and UE side, 
· Target peak data rate is assumed to be 2 times of the target peak data rate defined in TR38.913
Note: The other target throughput is up to company to report.
Note: Applicability of the potential channel code will be further discussed.

Agreement
· For 6G channel coding, LDPC is used for data (including SIBs) and Polar code is used for L1 control information (larger than 11 bits, including PBCH)
· For 6G LDPC
· Working assumption: For data rate within NR range, reuse of NR LDPC design is supported 
· For data rate beyond NR range, study LDPC extension with acceptable performance-complexity tradeoff for both NW side and UE side
· Note: Applicability of the potential LDPC extension to data rate within NR range will be further discussed
· For 6G Polar code
· Working assumption: For control information within NR range (larger than 11 bits), reuse of NR Polar code design is supported
· For control information beyond NR range, study Polar code extension with acceptable performance-complexity tradeoff for both NW side and UE side
· Note: Necessity for control information beyond NR range is to be further discussed
· Polar code maximum mother code length is kept as 1024.
· FFS: further motivation(s) for potential extension/enhancement until RAN1#123

Agreement
For Polar code design for UCI with payload size larger than NR range (i.e., larger than 1706 bits), at least the following option is identified for further study
· More than 2 segments
Note: The necessity of UCI payload size larger than NR range needs to be confirmed by other agenda(s)

Agreement
For the study of LDPC extension for data rate beyond NR range with acceptable performance-complexity tradeoff, 
· To provide the initial version of LDPC BG(s) and PCM(s) in the excel spreadsheet by RAN1#124
· To provide the required SNR and complexity for target BLER, and the evaluation assumptions of the decoding algorithm
· The definition of complexity will be further discussed
· FFS: other metrics

Agreement
· For the study of channel coding for small UCI with payload size of 3~11bits, at least considering:
· 5G RM code
· Identify the justifiable drawbacks of 5G RM code, if exists, study potential solution(s).


Modulation, joint channel coding and modulation
Agreement
· For 6GR DL, 5G NR uniform QPSK, 16QAM, 64QAM, 256QAM and 1024QAM are supported as basis for study for data channel
· FFS: Enhancements and other modulation schemes
· For 6GR UL, 5G NR uniform QPSK, 16QAM, 64QAM, and 256QAM are supported as basis for study for CP-OFDM for data channel
· FFS: Enhancements and other modulation schemes
· For 6GR UL, 5G NR pi/2 BPSK, uniform QPSK, 16QAM, 64QAM, and 256QAM are supported as basis for study for DFT-s-OFDM for data channel
· FFS: Enhancements and other modulation schemes

Agreement
For 6GR constellation shaping evaluation for CP-OFDM, and improved MCS table, the proposed scheme will be compared with non-shaping with NR MCS table. The evaluation and comparison should consider at least the following:
· BLER performance under AWGN channel (at least for performance calibration)
· 1st transmission (baseline) and with HARQ re-transmission
· BLER performance under fading channel with fixed MCS
· 1st transmission (baseline) and with HARQ re-transmission
· Throughput performance with link adaptation (adaptive MCS and rank) under fading channel
· Needs to provide assumptions on rate adaptation (e.g., target BLER for 1st transmission, maximum # of retransmissions)
· Transmitter and receiver complexity (e.g., shaping/deshaping, demapper), latency, parallelism implementation, and storage requirements, 
· Other KPI not excluded, such as PAPR, EVM, MPR/A-MPR
· Expected spec impact
· FFS detailed assumption of constellation shaping and improved MCS table
· System level evaluation can be done after link level evaluation. 

Agreement
For 6GR constellation shaping study, proponent is encouraged to provide details for the PS/GS schemes considered for evaluation and comparison, including at least the following
· Probabilistic shaping for CP-OFDM and DFT-s-OFDM
· Use the list of spectrum efficiencies in NR MCS table as starting point, and provide constellation (including normalization), coding rate and target probabilistic distribution for each SE
· If multiple coding rate and target probabilistic distribution pairs are provided for each SE, how to switch between them
· Relationship between shaping and FEC, coded bits to modulation symbol mapping, and other modules (such as scrambling, interleaving), in transmit and receive chains. How to handle HARQ retransmission
· PS algorithm details (for example, source coding based, channel coding based, etc) and parameters (such as block length, rate loss)
· Geometric shaping for CP-OFDM and DFT-s-OFDM
· Use the list of spectrum efficiencies in NR MCS table as starting point, and provide target constellation shape (including normalization) (1D-NUC, 2D-NUC, QAM-CS, etc) for each SE
· If multiple constellation shapes are provided for each SE, how to switch between them
· GS mapping details, such as bit to constellation point mapping and shape
· Relationship with other blocks (such as scrambling, interleaving). How to handle HARQ retransmission

Agreement
For link level simulation for modulation evaluation, companies are encouraged to evaluate with the following assumptions and should report the exact scheme evaluated.
· channel configuration, including Channel profiles,Tx/RX antenna settings
· For MIMO scenario: SU-MIMO or MU-MIMO, follow agenda item 11.2 for MIMO when available.
· Precoder assumption
· Close loop MIMO (reciprocal beamforming (e.g., SVD, SLR/RZF, etc.), codebook based)
· Realistic CSI/SRS/AP-SRS periodicity and delay, and SRS chanEst assumptions, 
· or genie beamforming
· Open loop MIMO
· Receiver assumption (for MIMO): LMMSE (baseline) for UL, rML or LMMSE for DL
· LLR demapper: Max-log (baseline) or Log-MAP
· Channel estimation: Realistic (baseline) or ideal
· Other assumptions: Channel coding NR-LDPC (baseline), PxSCH bandwidth, SCS, FD interleaver used or not, 5GNR BICM interleaver usage
· Note: For MIMO, SIMO, MISO and SISO are included when possible

Agreement
For 6GR constellation shaping evaluation for DFT-s-OFDM, and improved MCS table, the proposed scheme will be compared with non-shaping with NR MCS table. In addition to what has been agreed for CP-OFDM in earlier agreement, the evaluation and comparison should further consider at least the following:
· PAPR/CM of the resulting waveform
· EVM, MPR/A-MPR

Agreement
For the study of uniform 4096QAM for DL and uniform 1024QAM for UL, need to study performance (assuming realistic channel estimation, time/freq synchronization assumption, phase noise assumption, etc), complexity/power consumption, requirements, benefit/necessity under applicable scenarios, associated restrictions, and challenges (such as EVM requirement, PAPR increase, MPR or A-MPR increase under realistic PA model).
· FFS: How to involve RAN4 early
· FFS: Shaping of higher order modulation
· System level evaluation can be done after link level evaluation. 

Agreement
For PS/GS fixed MCS performance reporting for 10% BLER (other target x% BLER can also be reported), adopt the following format for simulation as a starting point for result reporting.
	NR reference
	Scheme A (e.g, PS, 1D-NUC, 2D-NUC etc)

	SE
	(Mod order, coding rate)
	SE point specific parameters
	Baseline (uniform QAM) SNR to reach target BLER
	Gain/loss in dB wrt NR baseline at target BLER  x%

	SE x
	(modOrder, coding rate)
	…
	
	

	SE y
	(modOrder, coding rate)
	…
	
	

	SE z
	(modOrder, coding rate)
	…
	
	

	SE point independent assumptions
	Common assumptions for the scheme simulated, including channel type (AWGN, SISO, SIMO, MIMO) and antenna configuration, number of spatial layers, number of RB allocated, TB size, shaping algorithm used (including block length), freq domain interleaver applied or not, receiver assumption, precoding assumption, realistic channel estimation, etc


Note: For NR MCS reference, since NR has multiple MCS tables, it is not enough to provide the MCS index. Instead, need to provide the (modulation order, coding rate) pair for the simulated SE
Note: For SE point specific parameters:
· For GS, this can be a pointer to the constellation used for this SE point
· For PS, this can be a constellation size, coding rate and shaping parameter used for this SE point
Note: Other metrics (at least complexity) will be merged into the same table with other columns, if details of the metrics are agreeable.
Note: For AMC study, if possible, we can use the same table format

Agreement
On how to evaluate complexity, storage requirement, delay and parallelism/serialism for PS and GS compared with uniform QAM. 
· For PS
· The demapper complexity is compared with uniform QAM demapper complexity
· Can report the demapper complexity with PS and the demapper complexity of NR MCS with the same spectrum efficiency, and the ratio of the complexities
· Also report the number of spatial layers, dm-algorithm used and the receiver type (e.g., LMMSE or rML), and fixed point assumed or floating point assumed.
· The Distribution Matcher (DM)/Distribution De-Matcher (DDM) complexity and/or storage requirement as a function of the DM algorithm used (ESS, CCDM, etc), precision of fixed point implementation, block length, and the number of bit levels shaped per symbol
· For complexity, can report the complexity normalized by the number of information bits 
· As a reference, can also report the computation complexity of LDPC decoding with 10 iterations.
· For storage requirement, can report the overall storage needed for DM/DDM for supporting all MCS in the MCS table and all shaping related parameters
· DM and DDM complexity and storage will be counted separately
· The DM/DDM processing delay, parallelism/serialism, as a function of DM design and block length, and their impact to throughput
· For GS, 
· The demapper complexity is compared with uniform QAM demapper complexity
· Can report the ratio of GS demapper complexity over the uniform QAM demapper complexity
· Also report if 1D-NUC or 2D-NUC is used, # of spatial layers, and the receiver type (e.g., LMMSE or rML)
· Also need to report the assumption on complexity counting, e.g, fixed point assumed or floating point assumed
· The storage requirement for storing all the constellations corresponding to the MCS indices in the MCS table, as a function of precision of constellation point storage
· Processing delay and parallelism/serialism, if applicable, and their impact to throughput
Note: the complexity is represented by the numbers of comparison, addition/subtraction, and multiplication/division operations, normalized by the number of information bits.
Note: For complexity as a function of SE point, will add a column in the already agreed performance reporting table.
Note: For complexity/storage not as a function of SE point, will add a row in the already agreed performance reporting table.
Note: Spec impact will be separately evaluated, include BICM, scrambling, etc

Note: 
For 4K uniform QAM DL and 1K uniform QAM UL link level performance study, the following format can be used for performance reporting.
	(modOrder, coding rate*1024, SE)
	Assumed TX/RX EVM
	Channel 1
	Channel 2
	Channel 3

	
	
	SNR to achieve target BLER
	SNR to achieve target BLER
	SNR to achieve target BLER

	(10, 900.5, 8.7939) for DL evaluation
(8, 916.5, 7.1602) for UL evaluation
	Legacy EVM for 1K QAM for DL and 256QAM for UL respectively
	
	
	

	(10, 948, 9.2578) for DL evaluation
(8, 948, 7.4063) for UL evaluation
	Legacy EVM for 1K QAM for DL and 256 QAM for UL respectively
	
	
	

	SE1
	
	
	
	

	SE2
	
	
	
	

	SE3
	
	
	
	

	Other parameters
	
	
	
	


· For assumed TX/RX EVM, before we receive any concrete numbers from RAN4, companies can provide their assumptions. One example can be 6dB tighter than the EVM of 1K QAM for DL and 256QAM for UL.
· Other parameters include: Channel estimation assumption (genie or realistic), channel configurations (AWGN, SISO, SIMO, MIMO and TX/RX antenna configurations, channel types, number of spatial layers,), assumed residual freq offset range, number of allocated RBs, etc
· Two highest MCS points in DL 1K QAM and UL 256QAM in NR added in the table for comparison.
· This is preliminary result and not intended for TR

Note: For high order uniform QAM for DL 4K QAM and UL 1K QAM, to provide the UPT with the high order QAM (DL 4K QAM and UL 1K QAM) over the UPT without the high order QAM under the assumed deployment scenario.

Agreement
For PS/GS fixed MCS performance reporting for 10% BLER (other target x% BLER can also be reported), adopt the following format for simulation as a starting point for result reporting.
	NR reference
	Scheme A (e.g, PS, 1D-NUC, 2D-NUC etc)

	SE
	(Mod order, coding rate)
	SE point specific parameters
	Baseline (uniform QAM) SNR to reach target BLER
	Gain/loss in dB wrt NR baseline at target BLER  x%

	SE x
	(modOrder, coding rate)
	…
	
	

	SE y
	(modOrder, coding rate)
	…
	
	

	SE z
	(modOrder, coding rate)
	…
	
	

	SE point independent assumptions
	Common assumptions for the scheme simulated, including channel type (AWGN, SISO, SIMO, MIMO) and antenna configuration, number of spatial layers, number of RB allocated, TB size, shaping algorithm used (including block length), freq domain interleaver applied or not, receiver assumption, precoding assumption, realistic channel estimation, etc


Note: For NR MCS reference, since NR has multiple MCS tables, it is not enough to provide the MCS index. Instead, need to provide the (modulation order, coding rate) pair for the simulated SE
Note: For SE point specific parameters:
· For GS, this can be a pointer to the constellation used for this SE point
· For PS, this can be a constellation size, coding rate and shaping parameter used for this SE point
Note: Other metrics (at least complexity) will be merged into the same table with other columns, if details of the metrics are agreeable.
Note: For AMC study, if possible, we can use the same table format

Agreement 
To evaluate the proposal to allow a single spectrum efficiency point to be supported by multiple MCS entries (with different modulation order and coding rate combinations with uniform QAM or with different shaping parameters, coding rate, and constellation size combinations for PS and different coding rate and constellation combinations for GS). 
· When providing results, to provide the following information 
· Details on the design of MCS table with overlapping MCS entries and expected size of MCS table, including performance comparison of designs with the same expected size of MCS table
· Performance benefit under different channel and rank assumptions
· As baseline, provide performance with legacy MCS table up to 256 QAM 
· Can additionally provide performance with legacy MCS table up to 1K QAM
· For PS/GS, provide performance allowing each SE point to be mapped to one or more MCS entries
· For PS/GS, provide performance allowing each SE point to be mapped to only one MCS entry (from the set of one or more MCS entries)
· For uniform QAM, provide performance allowing each SE point to be mapped to one or more MCS entries
· MCS selection mechanism across multiple MCS corresponding to the same spectrum efficiency.
· If UE feedback is needed for gNB to select between multiple MCS entries corresponding to the same SE, provide details on what is to be fed back
· FFS: How different MPR for different modulation order is captured in the simulation for uplink
· FFS: How different EVM for different modulation order is captured in the simulation
· For the purpose of this study, the same set of SE points as in legacy uniform QAM table will be used as starting point.
· When reporting performance, also report other assumptions, including channel type (AWGN, SISO, SIMO, MIMO) and antenna configuration, number of spatial layers, number of RB allocated, TB size, shaping algorithm used (including block length), freq domain interleaver applied or not, receiver assumption, precoding assumption, realistic channel estimation, etc
· To propose how to align shaping parameters or how to align coding rate for facilitating comparison.

Agreement
For DFT-s-OFDM, further study how/whether Net Gain over uniform QAM can be achieved by PS/GS.


Energy efficiency
Agreement
Study how to reuse and update reference configurations in TR 38.864 for 6G BS.

Agreement
Study how/whether to reuse or update the power model in TR 38.864 for evaluating BS power consumption for 6G BS.

Agreement
· Study metric(s) for UE energy efficiency.
· Study metric(s) for BS energy efficiency.

Agreement
Study reference configurations and power consumption model for 6G UE, considering but not restricted to the following:
· TR 38.840 (UEPS), TR38.875 (RedCap), TR38.865 (eRedCap), and TR38.869 (LP-WUS/WUR) for reference configurations.
· TR 38.840 (UEPS), TR38.875 (RedCap), and TR38.869 (LP-WUS/WUR) for power consumption models.

Agreement
· Study baseline BS setting(s) for evaluating 6G BS EE improvement/impact, considering NR features and 6G BS reference configuration(s).
· Study baseline UE setting(s) for evaluating 6G UE EE improvement/impact, considering NR features and 6G UE reference configuration(s).

Agreement
At least the following NR metrics,
· Network energy saving gain relative to baseline for BS
· UE energy saving gain relative to baseline for UE
· Impact to UPT (User-Perceived Throughput), if applicable,
as well as the metrics 
· Impact to latency, if applicable
· Impact to QoS/delay budget satisfaction rate, if applicable
are used for 6G energy efficiency evaluation.

Agreement
Apply the following evaluation methodology framework for Quantitative analysis,
· For NW unloaded/empty load case or UE idle/inactive mode:
· For energy saving: analytical calculation
· For performance impact: analytical calculation, LLS
· For loaded cases and connected-mode UEs
· For energy saving: SLS
· For performance impact: LLS, SLS

Agreement
For evaluation purposes, expand the existing BS power model reference configuration with a set for ~7 GHz operation with the following parameters:
	Property
	Configuration for Set 4 around 7 GHz

	Duplex
	TDD

	BW
	[100, 200, 400] MHz 

	SCS
	[30 kHz, 60 kHz]

	Number of TRP
	1

	Total number of DL TX RUs
	[128, 256]

	Total DL power level
	[56] dBm

	Total number of UL Rx RUs
	[128, 256]



Note: Bracketed values to be confirmed. Other values are not precluded.
The above configuration has no implication on supported BW, SCS for 6GR.

Agreement
Study whether/how to further update the BS model considering the following aspects, e.g.,
· Whether to down select between Cat.1 and Cat. 2,
· Updates of parameter values (including defining a new Cat),
· Updates of power scaling, power states (including additional PSs)
· Etc.
Note: The defined BS power models does not preclude use case-specific enhancements regarding, e.g., multi-TRP, SBFD, multi-carrier etc

Agreement
Study and evaluate NW energy savings and the impact on UE performance and user experience with respect to 20ms and longer periodicities of sync signal(s) at least for initial access with the following consideration, but not limited to:
BS assumptions:
· Cell-common signaling (e.g., sync signal(s), broadcast PDCCH, SIB-1, SIB, paging, PRACH), e.g.,
· Clustered provisioning of different cell-common signaling,
· On-demand provisioning of different cell-common signaling,
· UE-specific signaling (for low, light, medium loads), e.g.,
· Clustered provisioning with cell-common signaling,
· Unclustered provisioning with cell-common signaling,
UE impact:
· Cell search complexity and latency, including frequency search latency,
· UE Power consumption,
· Sync signal detection, coverage and tracking performance, 
· RRM, mobility,
· Beam management,
· Other properties are not precluded,
· Improvements to address identified impact, e.g.,
· Additional sync signal needs,
· Adaptation of sync signal transmission periodicity,
· Sparser synch raster.

Agreement
Study and evaluate on-demand and/or periodic SIB-1 transmission with respect to
· NW energy savings potential and UE power consumption impact,
· SIB-1 acquisition delay,
· NW and UE complexity,
· Coverage,
· Applicable deployment scenarios, e.g.,:
· Standalone cell/carrier,
· Multiple TRPs/cells/carriers.

Agreement
For 6GR energy efficiency evaluation purposes, reuse the existing UE power consumption model FR1 and FR2 reference configurations in TR 38.840 for operation up to around 7GHz and within 24.25 GHz – 52.6 GHz, respectively.
· Scaling rules can be updated, including additional rule(s) for scaling UE power consumption, and including around 7GHz specific update
· FFS: details.
· Power value and transition time update, if necessary, including around 7GHz specific update
· No implication on supported BW, SCS, modulation and antenna setting for 6GR
· Revisit if SCS for around 7GHz is different with respect to the reference configuration

Agreement
Study and evaluate DL WUS of OFDM based sequence and corresponding mechanisms for 6GR EE improvement, regarding at least the following aspects:
· Coverage target for DL WUS (e.g., same as PDCCH, common sync signal, or other)
· Measurements and/or synchronization.
· System overhead and network energy consumption/UE energy saving for UE operation with the DL WUS.
· RRC states
· Other functionalities
Agreement
For evaluation purposes, study extending NR UE power consumption scaling w.r.t. at least BW and/or antenna setting, considering at least the different characteristics in RF/BB power consumption and static/dynamic power consumption.

Agreement
For evaluation purposes, study extending NR UE power consumption model for UE operation with DL WUS of OFDM-based sequence, regarding the following aspects:
· Power state(s), sleep and non-sleep, and corresponding characteristics and power value(s)
· Transition energy and time for each of sleep state(s) 
· Companies to report the assumption(s) for achieving the proposed power value(s), e.g., time/frequency domain detection, noise figure assumption(s), synchronization assumption(s), BW/antenna assumption(s), etc.

Agreement
Study and evaluate on-demand sync signal(s) mechanisms for 6GR energy efficiency, considering, e.g.,:
· On-demand sync signal(s) for single cell/carrier, multi-carrier/cell, multi-TRP,
· Network-triggered and UE-triggered on-demand sync signal(s),
· Idle and/or connected modes,
· Other mechanisms/aspects/signals/channels are not precluded.
Agreement
Study and evaluate multi-carrier/cells/TRPs mechanisms for 6GR NES, considering, e.g.,:
· Sync signal-less carriers/cells/TRPs for at least intra-band and collocated inter-band multi-carrier/cell/TRPs, including potential extensions to additional deployments and scenarios,
· RRC states,
· UE energy consumption and complexity,
· Other mechanisms/aspects/signals/channels are not precluded.

Agreement
Add the following as one of reference configurations for BS power consumption
	
	Set 4 around 7** GHz

	Duplex
	TDD

	System BW
	400 MHz 

	SCS
	30 kHz

	Number of TRP
	1

	Total number of DL TX Rus
	256

	Total DL power level
	[62] dBm

	Total number of UL Rx Rus
	256

	**Pending agreement in 11.2 whether to evaluate 15 GHz.



Agreement
Include the following non-sleep states as 6G UE power consumption model.
· Other power state(s) is not precluded
· FFS: Configuration and relative power value(s) for EE processing in FR2 (including 24.25 GHz – 52.6 GHz)
· Note: Pending agreement in 11.2 whether to evaluate 15 GHz
	Power State
	Characteristics
	Relative Power in FR1 (including around 7GHz) 
	Relative Power in FR2 (including 24.25 GHz – 52.6 GHz)

	EE Processing
	Processing DL WUS of OFDM-based sequence(s) for at least wake-up indication and, if applicable, other 6GR signal(s) of OFDM-based sequence(s) for synchronization and/or measurement, in an energy efficient manner, based on the following configuration:
FR1 (including around 7GHz)
· 5 MHz BW, 1-RX / 2-RX for reception; FFS: Power values for 2-RX, i.e., X1, X2, X3
· Residue CFO up to [5] ppm and residue timing offset up to [2] us
· Noise Figure (NF) = 6GR UE NF
· Reception time up to one slot
· Note: Whether/how to scale power values for different reception time setting within one slot to be further discussed/decided
FR2 (including 24.25 GHz – 52.6 GHz)
· FFS
Note: No implication on which configuration(s) to be supported by 6GR

EE-processing can only be performed during a sleep state with additional relative power value added w.r.t. the sleep state and without triggering UE transition out of the sleep state. 

Additional energy overhead [15], in unit of (relative power x ms), is included for each time entering or leaving EE processing during ultra-deep/deep sleep. Ramp-up or ramp-down time for EE processing is [2] ms.
	

10 / X1 (during micro sleep)

12 / X2 (during light sleep)

15 / X3 (during other sleep)
	








FFS

	PDCCH-only
	No PDSCH and same-slot scheduling; this includes time for PDCCH decoding and any micro-sleep within the slot. 
	100
	
175

	SSB or 
CSI-RS proc.
	SSB can be used for fine time-frequency sync. and RSRP measurement of the serving/camping cell. TRS is the considered CSI-RS for sync. FFS the power scaling for processing other configurations of CSI-RS.
	100
	
175

	PDCCH + PDSCH
	PDCCH + PDSCH. ACK/NACK in long PUCCH is modeled by UL power state. 
	300
	350

	UL
	Long PUCCH or PUSCH or PRACH
FFS: Power values for more Tx power levels, i.e., X4, X5, X6, X7
	250 (0 dBm)
X4 (10 dBm)
X5 (15 dBm)
X6 (20 dBm)
700 (23 dBm)
X7 (26 dBm)
	350
(FFS Tx power level)





Agreement
Include the following sleep states for 6G UE power consumption model.
Note: Ultra Deep Sleep is not intended for connected mode
	Power State
	Characteristics
	Relative Power 

	Ultra Deep Sleep
	Time interval for the sleep should be larger than the total transition time entering and leaving this state. Accurate timing or frequency may not always be maintained. 
	0.05 + Y*

	Deep Sleep
	Time interval for the sleep should be larger than the total transition time entering and leaving this state. Accurate timing may not always be maintained. 
	1 + Y*
(Optional: 1)


	Light Sleep
	Time interval for the sleep should be larger than the total transition time entering and leaving this state. 
	20

	Micro sleep
	Immediate transition is assumed for power saving study purpose from or to a non-sleep state
	45

	* Y value equals to 0.1, if EE processing is assumed for the evaluation; zero, otherwise.



	Sleep type
	Additional transition energy:
(Relative power x  ms) 
	Total transition time** 

	Ultra deep sleep
	[40000]
	[1600] ms***

	Deep sleep 
	450
	20 ms***

	Light sleep 
	100
	6 ms

	Micro sleep 
		0	
	0 ms*

	*	Immediate transition is assumed for power saving study purpose from or to a non-sleep state
**              Ramp-up time is no less than half of the total transition time
***            Time for sync/re-sync is not included



Agreement
For evaluation purposes and relative comparison over different candidate energy saving schemes for 6GR, define the following baseline power saving configurations for UE for evaluation purpose for FR1 (including around 7GHz):
· 5G NR I-DRX (1.28s cycle) for idle mode
· Group paging rate (for a PO): TBD
· 5G NR C-DRX settings of (cycle, on-duration timer, inactivity timer) are assumed for the following 6GR traffic models for connected mode:
· VoIP: (40 ms, 8 ms, 10 ms)
· FTP3: (160 ms, 8 ms, 100 ms)
· Instant message: (320 ms, 8 ms, 100 ms)
· XR: (16 ms, 10 ms, 4 ms) 
· Companies can evaluate and report other traffic(s) and/or configuration(s) with justification 
Note: The corresponding evaluation is not intended for energy efficiency comparison with 5G/NR.


AI/ML in 6GR interface
Agreement
For 6GR AI/ML use cases identification/categorization, for each (sub-)use case proposed, proponent companies are encouraged to study and report the following: 
· Definition of each (sub-)use case, including at least AI/ML model input/output
· The evaluation assumption, methodology, KPIs, benchmark, and preliminary simulation results
· Assumption on training types, e.g.,
· offline training, online training/finetuning
· Label construction (if applicable), including whether/how to obtain label data for model training
· Assumption on model location for inference, e.g., UE-sided model, NW-sided model, and two-sided model
· Collaboration/interaction between UE and NW, e.g., 
· no collaboration/interaction
· UE/Network collaboration targeting at separate or joint ML operation
· High level potential specification impact 

Observation
For 6GR AI/ML use cases identification/categorization, [24 sources] provided preliminary simulation results and analysis on low overhead CSI-RS or CSI prediction with AI/ML.
· [23 sources] provided preliminary simulation results and analysis on frequency and/or spatial domain CSI prediction with sparse/low overhead CSI-RS with AI/ML. Detailed evaluation assumptions (model input/output/label/benchmark/KPI/ training type) and initial analysis can be found in Table A.
· [6 sources] provided preliminary simulation results (or by citing to NR study for CSI time domain prediction) and analysis on CSI time domain prediction with AI/ML wherein [3 sources] assumed Rel-19 CSI prediction while [3 sources] assumed differently. Detailed evaluation assumptions (model input/output/label/benchmark/KPI training type) and initial analysis can be found in Table B.
· [4 sources] provided preliminary simulation results and analysis on CSI prediction cross carrier/band/frequency block with AI/ML. Detailed evaluation assumptions (model input/output/label/benchmark/KPI/training type) and initial analysis can be found in Table B.
· [2 sources] provided preliminary simulation results and analysis on CSI prediction across analog beams with AI/ML. Detailed evaluation assumptions (model input/output/label/benchmark/KPI training type) and initial analysis can be found in Table B.
· [ 1one source] provided preliminary simulation results and analysis on, Tokenized CSI prediction with linear projection as pre-processing.  Detailed evaluation assumptions (model input/output/label/benchmark/KPI training type) and initial analysis can be found in Table B. 
· Note: whether/how to capture the observation in the TR is a separate discussion.

Table A
	Sub-use case
	Sub-Case A: Frequency and/or spatial domain CSI prediction with sparse/low overhead CSI-RS with AI/ML

	Reported 
companies
	(23) Ericsson1, ZTE2, vivo3, OPPO, Xiaomi, CMCC, Huawei4, Samsung, Fujitsu, Apple, Qualcomm5, Kyocera6, Nokia7, {Spreadtrum, UNISOC}8, Interdigital9, Lenovo, LGE10, DoCoMo11, CEWiT, IITM, IIT Kanpur, Tejas, {CATT, CICTCI}12

	Model input
(for decoder of 2-sided model, when applicable)
	1. Measurement of channel with sparse/low overhead CSI-RS (majority)
1a. Additional long-term multi-path power/angle/delay info information as assistance information4
2. Reported CSI for NW-sided model3,4,5

	Model output
(for decoder of 2-sided model, when applicable)
	1. Full channel matrix (majority)
2. Eigenvector 3 for NW-sided model
3. Channel matrix/eigenvector with different/targeted antenna on/off patterns3, 12

	Label
	1. Estimated/ideal channel matrix based on full CSI-RS density(majority)
2. Ideal precoding matrix with full dimension3 
3. Estimated/ideal channel matrix/eigenvector with different/targeted antenna on/off patterns3, 12

	Training types 
	Offline training(majority)
Online finetuning for UE-sided model (for NW-sided model + UE sided model without training collaboration)4 

	KPI
	NMSE, SGCS, throughput, ratio of CSI-RS overhead

	Benchmark
	1. non-AI based on full CSI-RS
2. non-AI based on sparse CSI-RS

	Model location for inference
	UE-sided model 
NW-sided model2,3, 4,5,6
Two-sided model3
NW-sided model + UE-sided model without training collaboration4

	Collaboration/interaction between UE and NW
	As UE-sided model in NR
As NW-sided model in NR
As two-sided model for CSI compression4 in NR

	Potential spec impact
	1.Sparse CSI-RS design and corresponding feedback (especially for NW-sided model)
2. Signalling/ procedure related to LCM 
3. Inter-vendor collaboration for two-sided model, when applicable



Table B
	Sub-use case
	Sub-Case B:
CSI time domain prediction (as Rel-19 CSI prediction or extension)
	Sub-case C: 
CSI prediction cross carrier/band/frequency band 
	Sub-Case D:
CSI prediction across analog beams
	Sub-Case E:
prediction with linear projection as pre-processing

	Reported
Companies
	(6) Ericsson2, BJTU, Samsung, MediaTek3, LGE, vivo1
	(4) Samsung, Apple, LGE, DoCoMo1
	(2) Samsung, vivo1
	(1) Huawei

	Model input
	1. Channel matrix over K CSI-RS occasions 
2. Measurements of interference over K CSI-RS occasions1 
3. Channel matrix over K CSI-RS occasions with >20ms periodicity3 
4 Channel matrix with one P CSI-RS with 20ms periodicity and K-1 AP CSI-RS2 
	Channel matrix of carrier/band/frequency block A
	Channel matrix of Set B of beams
	K past CSI information after linear projecting 

	Model output
	1. Channel matrix of future instances
2. Interference in future instances1
	Channel matrix of carrier/band/frequency block B
	Channel matrix of Set A of beams
	Predicted CSI information after linear projecting at a future time instance

	Label
	Measurement in future time occasions.

	Channel matrix of carrier/band/frequency block B
	Channel matrix of Set A of beams
	Ground-truth  CSI information after linear projecting, based on the measurement at the future time instance 

	Training types assumption
	offline training
	offline training
	offline training
	Online finetuning

	KPI
	NMSE, SGCS, throughput, [ratio of CSI-RS overhead]
	SGCS, NMSE, throughput, ratio of CSI-RS overhead 
	SGCS, NMSE, throughput, ratio of CSI-RS overhead
	SGCS

	Benchmark
	
	1.Ground truth of target frequency block
2. Sample and hold 
	Ground truth of Set A of beams
	1.Non-AI based CSI prediction 
2.AI-based CSI prediction based on CSI information without linear projection

	Model location for inference
	UE-sided model
NW-sided model1
	UE-sided model
NW-sided model1
	UE-sided model
NW-sided model1
Two-sided model1
	UE-sided model

	Collaboration/interaction between UE and NW
	As UE-sided model in NR
As NW-sided model in NR1
	As UE-sided model in NR

	As UE-sided model in NR

	Similar to UE-sided model in NR

	Potential spec impact
	1. As AI based CSI prediction in NR 
2. Reporting content, signalling and procedure for LCM for extension cases1
	1. Cross carrier/frequency switching procedure enhancement based on predicted CSI
2. signalling/ procedure related to LCM
	1.CSI-RS configuration for predicted beams
2. signalling/ procedure related to LCM
	Signaling/ procedure related to LCM considering online finetuning



Observation
For 6GR AI/ML use cases identification/categorization, [23 sources] provided preliminary simulation results and analysis on low overhead DMRS with AI/ML receiver.
· [22 sources] provided preliminary simulation results and analysis on sparse orthogonal DMRS in frequency and/or time domain with AI/ML receiver. 
· [11 sources] provided preliminary simulation results and analysis on superimposed pilot with AI/ML receiver. 
· [5 sources] provided preliminary simulation results and analysis on DMRS free with AI/ML receiver. 
· Detailed evaluation assumptions (model input/output/label/benchmark/KPI/ training type) and initial analysis can be found in Table C. 
Note: whether/how to capture the observation in the TR is a separate discussion.
Table for detailed assumptions of each category will be added.

Table C, For low overhead DMRS with AI/ML receiver
	Sub-use case
	Sub-case A: 
Sparse orthogonal DMRS in frequency and/or time domain
	Sub-case B:
Superimposed pilot
	Sub-case C: 
DMRS free

	Reported companies
	(23) Nokia1, Futurewei2, Ericsson3, ZTE4, {Spreadtrum, UNISOC}5, Interdigial6, vivo7, xiaomi8, CMCC9, {CATT, CICTCI}10, Fujitsu11, Apple12, Samsung13, Kyocera14, Lenovo15, Huawei16, Qualcomm 17, Ofinno18, NVIDIA19, MediaTek20, Lekha21, LGE22, DocoMo23
	(12) vivo 1, CMCC2, ZTE3, Lenovo4, Huawei5, OPPO6, NVIDIA7, LGE8，Xiaomi9 , InterDigital10 , DocoMo11 Kyocera12
	(5) InterDigital1, Huawei2, NVIDIA3, MediaTek4, Lenovo5

	Model input
	1. Received signal/estimated channel at DMRS and received signal on data 1,13, 22,15,3,17,10,4, 20,6,18,23
 1a. additionally noise variance 1,13

2. Received signal/estimated channel at DMRS2,7, 8,11,12,13,16,5,23

	1. Received signal and DMRS sequence (superimposed signal) (Majority)
2. Estimated channel (in delay doppler domain) from the received signal of target REs (superimposed signal) 1

For Tx side of two-sided model: modulated symbols and DMRS symbol5
	Received signal 

For Tx side of two-sided model: coded bit2,5

	Model output
	1. Estimated channel at target data and/or DMRS REs2,4,5,7,8,9,11, 12, 13,16,17,18,19,21,22,23
 1a. Estimated noise variance 12
2. LLRs1,2,3, 4, 6,10, 13,15,19,20, 22
3. Filtering coefficients for channel estimation 7
	1. Estimated channel at target data REs1,3,4,5,6,8
2.LLR2,3, 5,6,7,8,11,12
3.Estimated modulation symbols9

For Tx side of two-sided model: superimposed signal5
	1.LLR (majority)
2.Estimated channel2

For Tx side of two-sided model: modulated data symbols 5,2

	Label
	1. Ideal channel information 2,5,7,8,9,11,12,13,15,16,17,18,22,23
2. Known sequence/data1,2,3, 4,10, 13,15,16,20,22
3. Label free (unsupervised)6, 21 
4. Estimated channel using legacy DMRS pattern with legacy receiver8
5.  Estimated channel of adjacent RE (self-supervised)13
	1. Known sequence/data 2,3,11,12
2. Ideal channel information1,8
3.Transmitted modulation symbols9

	1. Known sequence/data
2 ideal channel information2
3. Label free1

	Training types assumption
	offline training

	offline training

	offline training

	KPI
	MSE, BLER, throughput
	MSE, BLER, throughput
	MSE, BLER, throughput

	Benchmark
	With ideal channel information
With conventional receiver with sparse or legacy DMRS
	With ideal channel informal
With conventional receiver with legacy DMRS overhead
	With ideal channel information
With conventional receiver with legacy DMRS overhead

	Model location for inference
	UE-sided model for DL or NW-sided model for UL

	UE-sided model for DL
NW-sided model for UL
Two-sided model5
	UE-sided model for DL1 
NW-sided model for UL3,4
Two-sided model2,5

	Collaboration/interaction between UE and NW
	Similar to UE-sided or NW-sided model as NR
	Similar to UE-sided or NW-sided model as NR
Similar to two-sided model as NR
	Similar to UE-sided model as NR
Similar to NW-sided model as NR
Similar to two-sided model as NR

	Potential spec impact
	1. DMRS design
2. RAN 4: Demod requirement 
3. Signalling/ procedure related to LCM for UE and/or NW sided model
Etc.

	1. DMRS design
2. RAN 4: Demod requirement 
3. Signalling/ procedure related to LCM for UE and/or NW sided model or two-sided model (including inter-vendor calibration), when applicable
Etc.
	1. RAN 4: Demod requirement 
2. Signalling/ procedure related to LCM for UE and/or NW sided model or two-sided model (including inter-vendor calibration), when applicable
3. Constellation design and related signalling/procedure
Etc.



Observation
For 6GR AI/ML use cases identification/categorization, [13 sources] provided preliminary simulation results and analysis on CSI compression and feedback.
· [10 sources] provided preliminary simulation results and analysis on CSI compression with joint source and channel coding (JSCC) 
· [11 sources] provided preliminary simulation results and analysis on CSI compression with joint source, channel coding and modulation (JSCM)
· [2 sources] provided preliminary simulation results and analysis on CSI feedback with downloadable basis/codebook.
· [3 sources] provided preliminary simulation results (or cite to NR AI/ML for CSI compression simulation results) and analysis on CSI reconstruction with CSI feedback with SRS (assuming separate source and channel coding).
· Detailed evaluation assumptions (model input/output/label/KPI/benchmark) and initial analysis can be found in in Table D.
Note: whether/how to capture the observation in the TR is a separate discussion.

Table D
	Sub-use case
	Sub-case A: 
CSI compression with JSCC
	Sub-case B:
CSI compression with JSCM 
	Sub-case C: 
DLable basis/codebook
	Sub-case D:
CSI reconstruction with CSI feedback with SRS
(assuming SSCC)

	Reported companies
	(10) ZTE1, Samsung2, vivo3, {Pengcheng, ZGC}, Lenovo, OPPO, MediaTek4, Fujitsu, BJTU5, {BUPT, ZGC}6
	(11) BJTU1, Samsung2, OPPO3,{Pengcheng, ZGC}4,vivo, CMCC, ZTE, {BUPT, ZGC}7, Fujitsu8, Apple, Lenovo
	(2) ZTE1, Samsung
	(3) Qualcomm, vivo, Samsung

	Model input
of decoder or model output of encoder, when applicable
	1. Compressed CSI bits 
1a. additionally estimated channel based on SRS2,3
1b. (for training),  assuming the model input via error bits caused by in UL transmission after legacy channel decoding4 
	1. Compressed CSI complex values via UE-sided model
2. Compressed CSI complex values via a projection matrix1,2,3
3. Received signal at sparse CSI-RS and CSI-RS sequence 1,4

	1.Amplitudes and phases obtained by a look up table based on feedback CSI bits
2. Selected basis1
	1. Compressed CSI bits
2. Estimated channel based on SRS

	Model output of decoder or model input of encoder, when applicable
	1. (Reconstructed) Eigenvectors
2. (Reconstructed) Explicit H1,2,3,4
	1. (Reconstructed) Eigenvectors
2. (Reconstructed) Explicit H2
	Reconstructed Eigenvectors

	(Reconstructed) Eigenvectors

	Label
	1.Eigenvectors
2.Explicit H1,2,3,4
	1.Eigenvectors
2.Explicit H2
	Eigenvectors

	 Eigenvectors

	Training types
	Offline training
	Offline training
	Offline training
	Offline training

	KPI
	SGCS, NMSE, SE,
UE complexity
	SGCS, NMSE, SE,
UE complexity
	UPT vs overhead
	SGCS, UPT

	Benchmark
	eType II
NR separate source and channel coding
	eType II
NR separate source and channel coding
JSCM with two-sided model1,2,3
	eType II
	eType II
NR AI/ML CSI compression without SRS
SRS without CSI feedback

	Model location for inference
	Two-sided model
	Two-sided model
NW-sided model1,2,3
	NW-sided model
	Two-sided model

	Collaboration/interaction between UE and NW
	Similar to two-sided model in NR 

	Similar to two-sided model in NR 

For NW-sided model: 
no collaboration or Similar to NW-sided model in NR 
	No collaboration
or Similar to NW-sided model in NR 
	Similar to two-sided model in NR 


	Potential specification impact
	1. Necessary signalling/ procedure to support JSCC
2. Signalling/ procedure related to LCM for two-sided model including inter-vendor collaboration 
	1. Necessary signalling/ procedure to support JSCM
2. Projection matrix design for NW-sided model, when applicable
3. Signalling/ procedure related to LCM with NW-sided model or two-sided model including inter-vendor collaboration, when applicable
4. RAN4 requirements, e.g., EVM
	1. Downloadable basis/codebook related signalling/ procedure
2. Signalling/ procedure related to LCM with NW-sided model
	1. Necessary signaling/procedure to support lower overhead and/or simpler CSI feedback
2. Signalling/ procedure related to LCM for two-sided model including inter-vendor collaboration



Observation
For 6GR AI/ML use cases identification/categorization, [5 sources] provided preliminary simulation results and analysis on (de)modulation.
· [5 sources] provided preliminary simulation results and analysis on modulation constellation design with the help of AI, and with non-AI or AI receiver.
· [3 sources] provided preliminary simulation results and analysis on AI-based modulation and precoding with two-sided model.
· Detailed evaluation assumptions (model input/output/label/KPI/benchmark) and initial analysis can be found in Table F.
Note: whether/how to capture the observation in the TR is a separate discussion.

Table F For (de)modulation
	Sub-use case
	Sub-use case A:
AI-based (de)modulation 
	Sub-use case B:
AI-based modulation and precoding

	Reported companies
	(5)ZTE1, OPPO2, vivo3, Lenovo4, Xiaomi5
	(3) ZTE, OPPO, Lenovo

	Model input 
	For constellation design
1. Coded bits 1,2,3,4,5
2. Channel characterization and modulation order4 

For AI receiver
1.Received signal2,3,4
	Encoder: Coded bits
Decoder: Estimated symbols 

	Model output
	For constellation design
1. Learned constellation 1,2,3,45
2. Probability of constellation points 4

For receiver
1. LLR2,3,4
	Encoder: modulated symbols after layer mapping
Decoder: Soft LLR

	Label
	Known coded bits
	 Known coded bits

	Training types
	Offline training

	 Offline training   

	KPI
	BLER
	BLER

	Benchmark
	Uniform QAM with legacy receiver
	Uniform QAM with legacy receiver and NR layer mapping

	Model location for inference
	1.NA (AI for constellation design with legacy receiver) 1,2,3,4,5
2.Receiver-sided model2,3,4
	 Two-sided model

	Collaboration/interaction between UE and NW
	NA
or
Similar to NW-sided model or UE-sided model in NR
	Similar to two-sided model in NR

	Potential specification impact
	1. Constellation design and related signaling/procedure 
2. Signaling/ procedure related to LCM for NW-sided model or UE-sided model
3. RAN4 requirements, e.g., EVM
	1. Modulation design and layer mapping design
2. Signaling/ procedure related to LCM for two-sided model including inter-vendor collaboration
3. RAN4 requirements, e.g., EVM



Observation
For 6GR AI/ML use cases identification/categorization, [5 sources] provided preliminary simulation results and analysis on AI-based none-linearity handling at transmitter or receiver. 
· [5 sources] provided preliminary simulation results and analysis on AI-based DPoD/None-linearity compensation at receiver.
· [2 sources] provided preliminary simulation results and analysis on AI-based DPD at transmitter.
· Detailed evaluation assumptions (model input/output/label/KPI/benchmark) and initial analysis can be found in Table G.
Note: whether/how to capture the observation in the TR is a separate discussion.

	Sub-use case
	Sub-use case A:
AI-based DPoD/None-linearity compensation
	Sub-use case B:
AI-based DPD 

	Reported companies
	(5) Samsung1, Ericsson2, OPPO3, vivo4, Huawei5
	(2) vivo2, Huawei1

	Model input
	1. Received signal1,3,4,5
	Time domain samples before pre-distortion

	Model output
	1. Compensated signal in time domain1,2,4,5
2. Soft bits2,3

	Time domain samples after pre-distortion

	Label
	1. DMRS1
2. Known bit sequence2,3,4
3. time domain samples from known sequence5
	Time domain samples

	Training types
	Online training/finetune1
Offline training
	Offline training
Online training/finetune2

	KPI
	BLER, MPR, EVM, throughput
	BLER, EVM, MPR

	Benchmark
	Without compensation
	No DPD

	Model location for inference
	NW-sided model
	UE-sided model

	Collaboration/interaction between UE and NW
	Similar to NW-sided model as NR
	Similar to UE-sided model as NR

	Potential specification impact
	1. RAN 4 requirements, e.g. EVM
2. DMRS/Sequence design/selection, Tx power determination
3. Signaling/ procedure related to LCM for NW-sided model 
	1. RAN4 requirements, e.g. EVM
2. Tx power determination
3. Signaling/ procedure related to LCM for UE-sided model 



Observation
For 6GR AI/ML use cases identification/categorization, [4 sources] provided preliminary simulation results and analysis on low overhead SRS with AI/ML 
[1 source] provided preliminary simulation results and initial analysis on low PAPR SRS sequence design with help of AI/ML 
Detailed evaluation assumptions (model input/output/label/KPI/benchmark) and analysis in Table I.
Note: whether/how to capture the observation in the TR is a separate discussion.

Table I SRS with AI/ML
	Use case
	Low overhead SRS with AI/ML
	Low PAPR SRS sequence design

	Reported companies
	(4) {Spreadtrum, UNISOC}, vivo, Huawei, Kyocera
	(1) vivo

	Model input
	Measurement of channel with low overhead SRS of frequency/temporal domain
	Sequence index 

	Model output 
	Estimated channel
	Learn sequences 

	Label
	Ideal channel information
	Label free

	Training types
	Offline training
	Offline training

	KPI
	SCGS, throughput
	PAPR, SGCS, Cross-correlation between SRS sequences

	Benchmark
	With legacy SRS
With ideal channel information
	Legacy SRS sequence

	Model location for inference
	NW-sided model
	NW-sided model
or 
Without model for inference

	Collaboration/interaction between UE and NW
	Similar to NW-sided model in NR
	No collaboration for no model
Similar to NW-sided model in NR

	Potential specification impact
	1.Sparse SRS design 
2. Signalling/ procedure related to LCM for NW-sided model
	1. SRS design
2. Signaling/procedure related to DLable/ULable SRS sequence, when applicable
3. Signalling/ procedure related to LCM for NW-sided model, when applicable



Observation
For 6GR AI/ML use cases identification/categorization, [3 sources] provided preliminary simulation results and analysis on AI-enabled UL precoder indication with detailed evaluation assumptions (model input/output/label/KPI/benchmark) and initial analysis can be found in Table H.
Note: whether/how to capture the observation in the TR is a separate discussion.

Table H AI-enabled UL precoder indication
	Use case
	AI-enabled UL precoder indication

	Reported companies
	(3) vivo1, Fujitsu2, Samsung3

	Model input
of decoder or model output of encoder
	UL precoder indicator/compressed UL precoder

	Model output of decoder or model input of encoder
	(Reconstructed) eigenvectors of UL channel

	Label
	Estimated eigenvectors of UL channel based on SRS measurement

	Training types
	offline training
online finetune1

	KPI
	SCGS, BLER

	Benchmark
	NR TPMI codebook

	Model location for inference
	No model for inference 1,3
Two-sided model1,2

	Collaboration/interaction between UE and NW
	Similar to one-sided model in NR 1,3 
Similar as two-sided model in NR1,2

	Potential specification impact
	1.The signaling/procedure related to the download/upload of UL codebooks/compressed UL precoder
2. LCM procedure to facilitate the training of the downloadable/uploadable UL codebooks when no model for inference, 1,3
3. Signalling/ procedure related to LCM for for two-sided model including inter-vendor collaboration, when applicable1,2



Observation
For 6GR AI/ML use cases identification/categorization, [3 sources] provided preliminary simulation results and analysis on AI/ML based waveform for PAPR reduction with detailed evaluation assumptions (model input/output/label/KPI/benchmark) and initial analysis in Table J.
Note: whether/how to capture the observation in the TR is a separate discussion.

Table J AI/ML based waveform for PAPR reduction
	Use case
	AI/ML based waveform for PAPR reduction

	Reported companies
	(3) vivo1, Samsung2, Huawei3

	Model input 
	Symbols in frequency domain

	Model output 
	For model output of encoder for UE-sided/NW-part of two-sided model: transformed/precoded symbols in frequency domain
For output of decoder for NW-part of two-sided model: 
1. LLR1,3 
2. Symbols in frequency domain2

	Label
	Label free2,3
Known bit sequences or its LLR1,3

	Training types
	offline training

	KPI
	BLER, CCDF of PAPR(UL), throughput (DL)

	Benchmark
	DFT-s-OFDM

	Model location for inference
	Two-sided model
UE-sided model (for frequency domain shaping)1

	Collaboration/interaction between UE and NW
	Similar to two-sided model in NR 
No collaboration for UE-sided model1

	Potential specification impact
	1. Signaling/ procedure related to LCM for two-sided model including inter-vendor collaboration, when applicable
2. Signaling/ procedure related to LCM for UE-sided model 1
3. Related RAN4 requirements



Observation
For 6GR AI/ML use cases identification/categorization, [2 sources] provided preliminary simulation results and analysis on AI/ML based HARQ-ACK feedback with detailed evaluation assumptions (model input/output/label/KPI/benchmark) and initial analysis in Table K.
Note: whether/how to capture the observation in the TR is a separate discussion.
Table K. AI/ML based HARQ-ACK feedback
	Use case
	AI/ML based HARQ-ACK feedback 

	Reported companies
	(3) Qualcomm, vivo

	Model input
	HARQ ACK/NACK bit sequence 

	Model output
	Learned sequences/modulated symbols

	Label
	HARQ-ACK/NACK bit sequence 

	Training types
	Offline training

	KPI
	BLER

	Benchmark
	NR RM code for up to 11bits with Maximum Likelihood (ML) receiver

	Model location for inference
	No model for inference

	Collaboration/interaction between UE and NW
	No collaboration 


	Potential specification impact
	1.Learned sequence/modulated symbols design
2.Downloadable sequence/modulated symbols related signalling/ procedure for HARQ-ACK
3. Related RAN4 requirements



Observation
For 6GR AI/ML related service, for 6GR AI/ML use cases identification/categorization, [2 sources] provided preliminary simulation results and analysis on improved scheduling/HARQ for token traffic 
Detailed evaluation assumptions (model input/output/label/KPI/benchmark) and initial analysis in Table L.
Note: whether/how to capture the observation in the TR is a separate discussion.

Table L for improved scheduling/HARQ for token traffic
	Use case
	Improved scheduling/HARQ for token traffic

	Reported companies
	(2) Huawei1, OPPO2

	Model input
	Tokenizer model:
• Input: Raw data (e.g., image/video/audio, etc.)
De-tokenizer model: 
• Input: Tokens 

	Model output
	Tokenizer model:
• Output: Tokens (e.g., tokenized image/video/audio)
De-tokenizer model: 
• Output: Inference results for downstream tasks/Raw data (e.g., image/video/audio, etc.) 

	Label
	Training at OTT, transparent to RAN1,2

	Training types
	Offline training at OTT, transparent to RAN

	KPI
	Supported number of UEs, achievable throughput 

	Benchmark
	NR scheduling/HARQ mechanism without knowledge of Token traffic

	Model location for inference
	The tokenizer model is at UE or NW/OTT server (e.g., an encoder).
The de-tokenizer model is at NW/OTT server or UE (e.g., a decoder).

	Collaboration/interaction between UE and NW
	NA

	Potential specification impact
	• Service awareness in RAN
• Token error identification, new scheduling and HARQ



Observation
For 6GR AI/ML use cases identification/categorization, [13 sources] provided preliminary simulation results and analysis on AI/ML for beam management and extension.
· [7 sources] provided preliminary simulation for DL Tx beam management and analysis on inter-cell/inter-TRP/M-TRP DL Tx beam prediction and management.
·  Besides, [5 sources] citing to NR study for DL Tx beam management and analysis on inter-cell/inter-TRP/M-TRP DL Tx beam prediction and management.
· [3 sources] provided preliminary simulation results and analysis on cross frequency DL Tx beam prediction.
· [2 sources] provided preliminary simulation results and analysis on Tx-Rx beam pair prediction. 
· [2 sources] provided preliminary simulation results for beam management and analysis on beam prediction for initial access.
· Besides, [5 sources] citing to NR study for beam management and analysis on beam prediction for initial access.
· [1 source] provided preliminary simulation results and analysis on DL Tx beam prediction for spatial and/or temporal domain with additional local UE information.  
· [1 source] provided preliminary simulation results and analysis on reinforcement learning-based approach beam selection 
· Detailed evaluation assumptions (model input/output/label/KPI/benchmark) and initial analysis can be found in in Table E.
Note: whether/how to capture the observation in the TR is a separate discussion.

Table E-1 AI/ML for beam management and extension
	Sub-use case
	Sub-case A: 
Inter-Cell/M-TRP DL Tx beam prediction and management
	Sub-Case B:
Cross frequency DL Tx beam prediction
	Sub-Case C:
Tx-Rx beam pair prediction
	Sub-Case D:
Beam prediction for initial access
	Sub-Case E:
DL Tx beam prediction for spatial and/or temporal domain with additional local UE information 
	Sub-Case F:
reinforcement learning-based approach beam selection 


	Reported companies
	(7) Nokia, ZTE, xiaomi, CEWiT, DoCoMo, , Lenovo, BJTU
(5) Qualcomm, Samsung, LGE, NVIDA, CEWiT (citing to NR study)
	(3) Futurewei1, xiaomi2, Apple3
	(2) Ericsson, Nokia
	(2) Huawei, vivo
(5) Qualcomm, Samsung, LGE, ZTE, Apple (citing to NR study)
	(1) Huawei
	(1) Nokia

	Model input
	Measurements from Set B of one or more TRPs/Cells 
	Measurements in frequency A 
	Measurements from Set B DL Tx-Rx beam pairs.
	Measurements from Set B of SSB
	Measurements from Set B 
And additional local UE information (moving direction and speed) as UE side model input 
	Measurements from a set of DL Tx beam scheduling stats (at the NW), Cross corelation among DL Tx beams 


	Model output
	Predicted best beam information and/or predicted measurements from Set A of target cell/TRP(s) [of current or future time instance]
	Predicted cell/beam related information of frequency B
[of current or future time instance]
	Predicted best DL Tx-Rx beam pairs information from Set A DL Tx-Rx pairs.
	Predicted best DL Tx beam information (and/or predicted measurements from Set A [of current or future time instance]
	Predicted Best beam indexes (probability of each Tx beam in Set A to be the Top-1 Tx beam) and/or Predicted measurements from Set A [of current or future time instance]
	Selected beam index for scheduling UE(s)

	Label
	Measurements [or Top beams] of Set A of target cell/TRP(s)
	Measurements on cell(s)/beam(s) of frequency B
	Measurements [or Top beams pairs] of Set A Tx-Rx pair
	Measurements [or Top beams] of Set A
	Measurements [or Top beams] of Set A
	label-free (online learning) 

	Training types assumption
	offline training
	offline training
	offline training
	offline training
	offline training;
online finetuning 
(for UE side model)
	Online learning 

	KPI
	Prediction cell/beam/measurement accuracy,
Throughput,
RS overhead reduction
	Prediction beam/measurement accuracy,
 RS overhead reduction
	Prediction beam/measurement accuracy,  
RS overhead reduction
	Prediction beam accuracy
	Prediction beam/measurement accuracy

	Throughput, End to end packet latency

	Benchmark
	Based on Set A
Based on Set B
	Measurements on cell(s)/beam(s) of frequency B
	Based on Set A
Based on Set B
	Based on Set A
Based on Set B
	NR beam prediction with AI/ML
	Beam with largest RSRP (from the set) consider as the scheduling beam 

	Model location for inference
	UE-sided model or NW-sided model
	UE-sided model or NW-sided model
	UE-sided model
	UE-sided model or NW-sided model
	NW-sided model + UE-sided model without training collaboration
	NW-sided model

	Collaboration/interaction between UE and NW
	As UE-sided or NW-sided model in NR
	As UE-sided or NW-sided model in NR
	As UE-sided model in NR
	Similar to UE-sided or NW-sided model in NR
	As UE-sided or NW-sided model in NR
	No collaboration

	Potential spec impact
	1. Inter-Cell/M-TRP beam prediction related singling/procedure
2. Signalling/ procedure related to LCM for NW-sided model or UE-sided model
	1. Cross frequency DL Tx beam prediction related signalling /procedure 
2. Signalling/ procedure related to LCM for NW-sided model or UE-sided model
	1.Signalling/ procedure related to LCM for UE-sided model
	1. Initial access related to beam prediction 
2. Signalling/ procedure related to LCM for NW-sided model or UE-sided model
	1. As NR AI for BM;
2. Signalling/ procedure related to NW-sided model + UE-sided model.
3. Signalling/ procedure related to online finetuning, if any
	
1. Signalling/ procedure related to exploration phase (to mitigate the impact of exploration).




Observation
For 6GR AI/ML use cases identification/categorization, 
[one source] provided preliminary simulation results and analysis on pathloss prediction in the spatial, temporal, and/or frequency domain, to use the predicted pathloss in UL (PUSCH/PUCCH/PRACH/SRS) power control.
[one source] provided preliminary simulation results and analysis on UL closed-loop power control with an NW-sided AI/ML model, where the model predicts the optimal power adjustment (or TPC command index) for the UE, 
[one source] provided preliminary simulation results and analysis on prior-information-aided DCI decoding,
[one source] provided preliminary simulation results and analysis on lossless DCI compression,
[one source] provided preliminary simulation results and analysis on early contention resolution in RACH, 
[one source] provided preliminary simulation results and analysis on sensing based RAN digital twin construction with NW-side AI/ML model,
[one source] provided preliminary simulation results and analysis on AI/ML-enabled RAN digital twin with distributed model,
[one source] provided preliminary simulation results and analysis on AI/ML based SRS power imbalance compensation, 
[one source] provided preliminary simulation results and analysis on Site Specific Learning for AI/ML and RAN Digital Twin, 
Detailed evaluation assumptions (model input/output/label/KPI/benchmark) and initial analysis can be found in in Table M
Note: whether/how to capture the observation in the TR is a separate discussion.

Table M -1
	Use Case
	Prior-Information-Aided DCI Decoding
	Lossless DCI Compression
	UL closed-loop power control with an NW-sided AI/ML model, where the model predicts the optimal power adjustment (or TPC command index) for the UE. 
	Pathloss prediction in the spatial, temporal, and/or frequency domain, to use the predicted pathloss in UL(PUSCH/PUCCH/PRACH/SRS) power control. 

	Reported companies
	(1)CMCC
	(1)CMCC
	(1) Nokia
	(1) Nokia

	Model input
	LLR after demodulation at current transmission, and historical AI/ML based predicted LLR
	Historical DCI payload
	UL SINR measurement, UE Tx power estimate (derived from Pcmax, P0, PL alpha, pathloss measurement), and PUSCH allocation size
	L1-RSRP measurements from a sub-set/set of RSs/beams (Set B).
input can consider history of measurements

	Model output
	Decoded DCI payloads, and predicted LLR for next transmission
	Predicted DCI payload
	Predicted TPC command index
	Predicted pathloss value(s) (or predicted L1-RSRP(s)) for a set of RSs/beams (Set A).
output can consider future instances

	Label
	DCI payload sequences
	DCI payload sequences
	Optimal TPC command index (offline learning)

label-free (online learning)
	Pathloss value(s) (or L1-RSRP(s)) for a set of RSs/beams (Set A)

	Training types
	Offline training at the UE side
	Offline training at the NW side, and model delivery to UE side
	Offline and Online learning
	Offline training

	KPI
	BLER performance
	BER and sample-level prediction accuracy;
DCI overhead reduction
	UL throughput.
	Pathloss prediction accuracy, throughput, RS overhead reduction, Complexity.

	Benchmark
	Traditional DCI decoder
	Traditional DCI design
	1. UL Power control with optimized OLPC parameters 
2. UL Power control with optimized OLPC parameters and possibly legacy CLPC algorithms (with 5G TPC tables).
	Pathloss estimation based on Set A
Pathloss estimation based on Set B 

	Model location for inference
	UE-sided model
	UE-sided model + NW-sided model
	NW-sided model
	UE-sided model 
NW-sided model

	Collaboration/interaction between UE and NW
	Similar to UE-sided model in NR
	Model transfer from NW to UE
	None
	As UE-sided or NW-sided mode in nRl

	Potential specification impact
	1. Signalling/configuration design for prior-information-aided DCI decoder.
2. Signalling/ procedure related to LCM for UE-sided model
	1. Signalling/configuration design for Lossless DCI Compression. 
2. Signalling/ procedure related to LCM including model transfer
	Configurability of the values in TPC command tables or an extended TPC command table (compared to NR).
	1. Pathloss prediction related signalling/procedure
2. Signalling/ procedure related to LCM for UE-sided or NW-sided model
3. RAN4 performance requirements and test cases, including defining new requirements related to pathloss reference signal (PL-RS) measurement and activation delays of TCI state(s).



Table M-2
	Sub-use case
	Early contention resolution in RACH
	Sensing based RAN digital twin construction with NW-side AI/ML model
	AI/ML-enabled RAN digital twin with distributed model
	AI/ML based SRS power imbalance compensation
	Site Specific Learning for AI/ML and RAN Digital Twin 

	Reported
Companies
	(1) Ofinno
	(1) Huawei
	(1) Huawei
	(1) Huawei
	(1) DeepSig

	Model input
	Received PRACH signal
(e.g., preamble waveform)
	Point cloud sensed by the BS with mono-static sensing and sensed/reported by UEs with bi-static sensing
	UE-part models: local sparse point cloud 
NW-part model: latent space information from multiple UEs
	UL measured channel matrix from SRS with IL imbalance
	Received signal/estimated channel at DMRS and received signal on data, and the channel information generated by digital twin

	Model output
	Predicted number of UEs that transmitted the same preamble for given PRACH resources
	3D point cloud representing the static environment
	UE-part models: compressed latent space information
NW-part model: global point cloud
	DL channel matrix with IL compensated
	 Decoded bit

	Label
	Ground-truth number of UEs that transmitted the same preamble
	Ground truth point cloud
	Ground truth point cloud
	UL SRS measurement without IL (assuming it is compensated by UE at certain conditions) or DL CSI-RS measurement
	Ground truth of target bit

	Training types assumption
	Offline training
	Offline training
	Offline training (adopted in simulation)
Online finetuning (can be optionally considered)
	offline training
	Offline training 

	KPI
	Prediction accuracy of UE multiplicity, RACH access delay, first-attempt success probability
	Sensing accuracy metric: root mean square error (RMSE) of point cloud. RMSE= is the square root of the average of the squared errors between each sensed point ( in forms of coordinates) and ground truth point (in forms of coordinates) in the point cloud including n points with {x, y, z} dimensions.
	1. Overhead metric: Feedback bits per point
2.  Sensing accuracy metric: intersection-over-union (IoU), edge detection probability
	SGCS
	BLER, throughput

	Benchmark
	First-attempt success rate based on legacy PRACH receiver
	BS side mono-static sensing only to construction RAN digital twin
	1. Single UE sensing (to justify sensing accuracy metric of using distributed model).
2. Raw data transmission (to justify overhead metric of using distributed model).
	1. SRS without IL imbalance; 
2. non-AI based SRS IL imbalance compensation
	Legacy receiver without the help of digital twin

	Model location for inference
	NW-side model
	NW-side model
	Distributed model: a NW-side model paired with multiple UE-side models.
	NW-sided model
	NW-sided model

	Collaboration/interaction between UE and NW
	Similar to NW-sided model in NR
	Similar to NW-sided model in NR
	Similar to two-sided model: UE reporting of compressed sensing results for inference.
Inter-vendor training collaboration between NW side and UE side.
	Similar to NW-sided model in NR
	Similar to NW-sided model in NR

	Potential spec impact
	1. Signaling/procedure related to Mgs.3 grant for more than one UEs selected the same PRACH sequence
2. Signalling/procedure related to LCM for NW-sided model
	1. Signaling/procedure related to bi-static sensing results reported from UE 
2. Signalling/procedure related to LCM for NW-sided model
	1. Sensing results reported from UE in forms of compressed latent message
2. Signalling/procedure related to LCM for two-sided model including inter-vendor collaboration 
	1. Inference: UE reporting on the IL range for ensuring generalization
2. Signalling/procedure related to LCM for NW-sided model
	

1. Signalling/procedure related to LCM for NW-sided model 



Agreement
From RAN 1 perspective, the following use cases can be matched to the identified primary agendas of RAN1
	Use cases
	Primary agendas 

	Low overhead CSI-RS or CSI prediction with AI/ML 
	CSI-RS and CSI acquisition

	Low overhead DMRS with AI/ML receiver
	UL & DL DMRS associated with PUSCH/PDSCH
Note: Sub-Case C: DMRS-free may be related to modulation

	CSI compression and feedback
	CSI acquisition
Note: this may be related to uplink control

	AI/ML for beam management and extension
	Initial access for Sub-case D
Beam management for other sub-cases
Note: sub-case A/B/D maybe related to mobility

	AI/ML for SRS
	Low overhead SRS with AI/ML
	SRS

	
	Low PAPR SRS sequence design
	

	
	AI/ML based SRS power imbalance compensation
	Not RAN1-led

	AI-enabled UL precoder indication
	UL MIMO

	AI-based non-linearity handling at transmitter or receiver
	Not RAN1-led
Note: this may be related to DMRS, SRS, Power control in RAN 1

	AI/ML for (de)modulation

	modulation
Note: Sub-case B may be related to MIMO
Note: assuming no change to DMRS

	AI/ML based waveform for PAPR reduction
	Waveform

	AI/ML based HARQ-ACK feedback
	Channel coding
Note: this may be related to uplink control

	PDCCH related
	Prior-Information-Aided DCI Decoding
	DL control

	
	Lossless DCI Compression
	

	Power control related
	UL closed-loop power control
	Power control


	
	Pathloss prediction 
	

	RACH related design

	Early contention resolution in RACH
	Random access/PRACH


	
	Low PAPR PRACH sequence design
	

	Site Specific Learning for AI/ML using RAN Digital Twin
	Depending on corresponding use case where site specific learning is applicable, e.g., DMRS

	Digital twin construction related use cases
	AI/ML-enabled RAN digital twin with distributed model
	ISAC

	
	Sensing based RAN digital twin construction with NW-side AI/ML model
	ISAC

	AI for positioning 
	Positioning related agenda, if any



	To accommodate AI/ML service, e.g., token traffic
	if any impact, most likely scheduling/HARQ

	
	



Agreement
Endorse observation 2.1 ~observation 2.17 in R1-2508811 section 6. 
Note: this is to replace the corresponding observation in RAN 1 #122bis
Agreement
For study/evaluation of the performance and feasibility of AI/ML use cases in 6GR, at least the following may be considered
· Intermediate performance KPIs (e.g., SGCS), link level KPIs (e.g., BLER) and system level KPIs (e.g., throughput vs overhead), etc
· Computation complexity/latency (inference/monitoring) 
· Power consumption, if feasible to evaluate
· Model size
· Data collection impact
· Scalability (refer to the examples in TR 38.843)
· Generalization performance 
· FFS on whether and how to consider realistic deployment scenarios
· Overhead/complexity associated with data collection, inferencing, performance monitoring, online/site specific fine-tuning, inter-vendor collaboration (if applicable)
· Online training/fine-tuning training latency, if feasible to evaluate
· Inter-vendor collaboration impact, if applicable
Note: Details to be discussed per use case.
Note: above aspects may be considered for both AI/ML and non-AI counter part




2. Actions:
To RAN WG4
ACTION: RAN1 respectfully requests RAN4 to take the above replies into account during the future work.

3. Date of Next RAN WG1 Meetings:
TSG-RAN WG1 Meeting #124		9th – 13th February 2026	Gothenburg, SE
TSG-RAN WG1 Meeting #124bis	13th – 17th April 2026		Malta, MT
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