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1   Introduction

This submission contains the report from the following post-RAN2#112-e email discussion:

· [Post112-e][065][eIAB] Fairness Latency Congestion (Samsung)


Scope: Starting from previous outcomes, determine which issues to address. If time permits can have a round of discussion on candidate solutions, e.g. which solution to address identified issue. Details also as proposed in [Post112-e][030], Intermediate deadlines by Rapporteur.


Intended outcome: Report, including at least an agreeable list of issues to focus on going forward, in the order of priority/support, pave the way for meeting discussions and agreements.


Deadline: Long

As a reminder, the following has been agreed as one of the objectives of the Rel-17 IAB WI:

Topology, routing and transport enhancements [RAN2-led, RAN3]:

· Specifications of enhancements to improve topology-wide fairness, multi-hop latency and congestion mitigation 

Starting from guidelines provided by the Chair in the post-RAN2#111-e email discussion [Post111-e][902][eIAB], and the submissions on the relevant issues to RAN2#111-e (none of them were treated as there were no TUs allocated to Rel-17 IAB WI at RAN2#111-e, but were a very useful and valid starting point nonetheless), a discussion aimed at agreeing a baseline and discussing main issues was held and is captured in R2-2011061. A follow-up, more detailed discussion was then held during RAN2#112-e ([AT112-e][030][eIAB], captured in R2-2011142), aiming at discussing initial solutions. 
This document aims to revisit the fundamental issues in more detail, capture and quantify support for different identified issues, and map the solutions already identified in R2-2011142 to a comprehensive list of issues.
2   Phase-1: collecting issues
In Tables 1/2/3 below, rapporteur has captured Fairness/Latency/Congestion issues based on R2-2011142 and R2-2011061, and various offline discussions already held. Companies are invited to add further issues. At this stage there is no need to dispute an issue, or indicate support for an issue (although naturally adding your own issue which is not initially in the rapporteur’s list will indicate some level of support for that specific issue). 
You are however welcome to share clarifications on certain issues in the final column (this is especially important if you were one of the original proposers of an issue/related solutions, and what is captured is not complete or correct in your view). 
Please note there is currently no mapping of solutions to these issues (this will happen in Phase-3) – at this stage suffice it to say that there are fewer issues than solutions (as is expected – this does not mean that down-selection of solutions has taken place). Also, several of Topology and Latency issues overlap, so they are only captured in one place.
2.1   Topology-wide fairness

	Issue no.
	Issue description
	Why cannot the issue be solved with Rel-16 baseline and/or implementation?
	Why is the issue worth pursuing?
	Any comments?

	IF-1
	The scheduler of an IAB node may not have all the information needed (e.g. link quality across multiple hops) to make appropriate scheduling decisions (e.g. proportional fair) for different bearers/RLC channels across multiple child-IAB nodes
	The scheduler of an IAB node does not have the information on links further downstream
	Improves scheduling efficiency and increases fairness
	

	IF-2
	Workload on BH RLC channels carrying UE bearers with same or similar QoS requirements can be unbalanced
	IAB nodes do not have the QoS info of the bearers themselves, while CU has no info of the BH links load
	Helps achieve similar latency for UEs with same QoS requirement
	[Ericsson]: We are not sure that “while CU has no info of the BH links load” is an entirely correct statement. The CU is in control of the BH RLC traffic traversing a certain IAB node and hence the load.

	IF-3
	IAB node cannot prioritize bearers with e.g. higher number of hops
	The scheduler of an IAB node does not have a latency reference (e.g. total number of hops, remaining number of hops) for the packets being scheduled
	Helps provide same QoS experience regardless of hop number
	

	IF-4
	IAB node cannot give more resource to those BH RLC CHs that aggregate more bearers 
	The scheduler has no knowledge of number of aggregated bearers on a BH channel
	Helps provide same QoS experience regardless of bearer mapping
	

	IF-5
	IAB node cannot offer per-bearer fairness
	The scheduler does not have QoS information of individual bearers, and feedback from CU to access node (via NR UP protocol) is not visible to intermediate nodes
	Helps provide same QoS experience regardless of bearer mapping
	[Ericsson]: What is the difference between this issue and IF-2? Both IF-5 and IF-2 seems to address the same problem.

It is also not clear what is the “feedback from CU” and why such feedback should be visible to intermediate nodes. It would be good to clarify what would be the purpose of such feedback. In general, that seems to hint to a possible solution, so it should not be included here in the problem description.
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2.2   Multi-hop latency

	Issue no.
	Issue description
	Why cannot the issue be solved with Rel-16 baseline and/or implementation?
	Why is the issue worth pursuing?
	Any comments?

	IL-1
	IAB node cannot help ensure that overall or remaining PDB is met for a packet
	IAB node does not have information on the remaining PDB or overall PDB
	Helps to meet required PDB
	

	IL-2
	IAB node may need to report joint buffer status for LCHs with rather differing QoS requirements 
	IAB node’s scheduling granularity is limited by the Rel-16 number of LCGs
	Helps to meet required PDB
	

	IL-3
	Buffer size calculation for pre-emptive BSR may differ for nodes of different vendors
	Buffer size calculation for pre-emptive BSR is left to implementation
	Helps ensure more consistent scheduling across the network(s)
	

	IL-4
	IAB node cannot determine the one-hop latency for the access link 
	Latency between donor CU and access IAB-node-DU, including possible multiple hops in between, is unknown to the access IAB node
	Helps to meet required PDB
	[Ericsson]: We added “access” since the issue description is about “the one-hop latency for the access link”. Is that correct understanding?

	IL-5
	The CU is unable to put bearers with lower PDB on routes with less congestion risk (higher resource efficiency) or which are RLF-free
	The CU does not have information on the buffer status of IAB nodes or status of individual links
	Helps ensure more efficient scheduling and meet required PDB
	

	IL-6
	The CU is unable to configure routing based on actual latency per BH RLC channel
	The CU does not have information (e.g. measurement reports) on one-hop latency per BH RLC channel
	Helps to meet required PDB
	

	IL-7
	IAB node cannot reliably/efficiently discard packets
	The only PDB information known to the IAB node is one-hop PDB (used for scheduling) – the CU cannot currently provide e.g. a recommended discard PDB
	Helps ensure more efficient scheduling and meet required PDB
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2.3   Congestion mitigation

	Issue no.
	Issue description
	Why cannot the issue be solved with Rel-16 baseline and/or implementation?
	Why is the issue worth pursuing?
	Any comments?

	IC-1
	Long-term congestion on a single link cannot be alleviated using existing mechanisms
	Rel-16 HbH flow control cannot handle long-term congestion
	Helps alleviate and prevent congestion
	

	IC-2
	Congestion in a chain (local part of the network) cannot be alleviated using existing mechanisms
	Rel-16 HbH flow control only handles localized congestion
	Helps alleviate and prevent congestion
	

	IC-3
	Child node keeps requesting UL resources and/or allocating UL resources to its descendant nodes, even if the parent node is experiencing upstream congestion
	There is no UL HbH flow control in Rel-16
	It can bring enhancements on top of existing UL scheduling procedures and potentially alleviate upstream congestion
	

	IC-4
	IAB node does not know if the parent node has recovered (or is likely to recover) from BH RLF
	IAB node has no knowledge of the progress of recovery from BH RLF – only that initial recovery has failed
	Minimizes unnecessary topology changes, helps prevent congestion
	

	IC-5
	IAB node may send flow control feedback multiple times
	Triggering of flow control feedback is done based on a simple threshold rule 
	Keeps overhead in check
	

	IC-6
	Child node stays with the same parent node, even if the parent node is experiencing downstream congestion, which could cause congestion to worsen further downstream
	Child node is unaware of congestion at parent node
	Helps alleviate and prevent congestion
	

	IC-7
	CU cannot update the routing path that is experiencing congestion
	CU has no knowledge of local congestion conditions
	Minimizes unnecessary topology changes, helps prevent congestion
	vivo: Another reason why we think this issue should be pursued is that it also helps to maintain the centralized management role of CU, so that the routing behaviors under within the same topology can be well-controlled.
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3   Phase-2: consolidating the list of issues, collecting support for individual issues
4   Phase-3: mapping of previously proposed solutions to the consolidated list of issues
5   Conclusions

