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1. Background

3 has now  commercially launched a 3G network in a number of countries. One of the advantages of 3G over 2g / 2.5g is the ability to deliver larger amounts of data in a shorter time. For instance one of the existing 3 services is football clips. This are usually over 1Mb and quite often larger. Other operators have also announced similar services. Anticipating an interest in this sort of service, 3 considered the implications for the future. What if 100 users in a cell demanded the service at the same time. Congestion !! So why not deliver the data over a common channel.

One of the principal requirements for MBMS is not the support of IP multicast but is in fact radio efficiency. Early days in SA1 saw an interesting debate on the use of reliable data transfer from both an end user and charging view. SA1 considered the idea of radio level retransmissions but rightly concluded that RAN and GERAN were the experts here and advice was sought.

The response from the RAN/GERAN experts was that to attempt to cater for retransmission at the radio level would involve high complexity for a multicast service and violate the principal requirement of radio efficiency. So yes we could possibly have a multicast solution but it would be inherently offer unreliable delivery to users.

Based on this overriding assumption, the requirements were created. From an SA1 perspective, we knew the RAN/GERAN and SA4 delegates could work miracles and come up with solutions.

2. Can we get around the unreliability ?

The latest version of the MBMS Stage 1 on MBMS user services (TS 22.246) contains a number of informative use cases. In this example we consider the Video download.

Let us consider the following use case, 

10 users in a cell wish to receive a 1Mb video download. 2 of the users are at the edge of the cell and so have received the data with a high error rate. What can be done to prevent this ?

1 Boost the power on the common channel ?

2 Allow retransmissions at the link layer ?

3 Fast Repetition of the data

4 Slow repetition of the data

5 Do some clever things at the application layer. ?

2.1 Power on the common channel

Studies in RAN1 have shown that under certain conditions 64Kbits/s is certainly feasible and maybe even higher data rates, the problem will be to obtain suitable BLER that can be used by the applications.

Our understanding is that RAN1 & 2 are looking at a concept known as long block coding (or outer coding) possibly to be applied to the link layer to enhance the BLER performance for the common channel. It would imply some delay on streaming applications (buffering and coding related) and also some capacity impact due to extra coding requirement on the data. But could imply a reduction in required power for delivery of content to cell boundaries.

The conclusion is that there is a finite limit to the amount of power available and this is a trade off what can be offered for MBMS users and for other services. E.g. It is not a good idea to satisfy 2 MBMS users at the edge of the cell and to alienate 10 voice callers as there is no power left for other services. Solutions in RAN/GERAN and SA4 to improve BLER and resilient codec scheme should be studied.

2.2 Retransmissions at the Link Layer

Already ruled out.

2.3 Fast Repetition of the Data

It may be possible to allow fast repetitions at radio level, e.g. the data is sent out in blocks but repeated 3 times. It is questionable how this solves the problem, for instance the amount of data being sent on the multicast channel is sent 3 times and it can be argued that this is not radio efficiency, in addition there is no guarantee that users will receive even one correct block in a set of three if the BLER is high.

RAN have already taken a working assumption that this won’t be done.

2.4 Slow repetition of the data

This is where the session is repeated (at application layer) 

This has been mentioned in a number of times, but it doesn’t really solve the problem of high BLER. 

It could be useful if the data is sent in marked blocks so that the application can attempt to build up the complete session by extracting missed blocks from the repeated session. This sort of scheme may be interesting to SA4.

This is also an operator scheduling issuing perhaps more suited to capturing users who missed the first transmission not as an error correction scheme

2.5 Clever things at application level.

MBMS streaming has some differences compared to streaming in the accepted sense.

1. The server cannot adapt to the needs of the individual clients. Either all clients receive the same bit stream or some adaptation is performed in the network. Bit-stream adaptation is possible with scaleable encoding or multi-stream serving. In multi-stream serving, the server sends multiple independent bit streams with different bit rate and/or error resilience, scaleable encoding allows sending one bit stream with multiple layers with different quality and error resilience characteristics.  However, both require some form of switching functionality either in the network or over the air and both require additional complexity in the server, network and also handset. It is likely that they will cause delay in the implementation of MBMS services and SA4 has decided that bit stream adaptation should be not be considered for Release 6.

2. No re-transmission is possible at any layer. Therefore, the bit stream needs to be resilient to errors (bit errors or packet losses).  Preliminary discussions have been started in SA4  regarding codec error resiliency and the use of redundancy at the application level.  A combination of the two are possible.  The general view is that error resilience depends a lot on the available codec tools, for example, data partitioning.  However, other techniques can also reduce susceptibility to errors, for example if the video decoder is equipped with bit error detection and concealment algorithms, it is may be better to pass the packets with bit errors to the video decoder so that more visual information can be extracted.  Error resilience techniques against bit errors and packet losses are very different, therefore, this has to be considered when selecting the error resilience tools and options.

3. Conclusions

SA4 need to study and standardise possible solutions at the application level for the use cases specified in SA1. In particular it will be useful to look at audio/video download and streaming services. It is preferred that existing codecs (or enhancements to existing codecs) are considered.

We can either improve the error resilience of the channel based on the application requirements, or improve the error resilience of the application based on the channel characteristics.

RAN should not try to solve all the MBMS problems at bearer level but any RAN enhancements to improve BLER are welcome.
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