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Justification For Solution 4 (DS+NAT44)

1 Feasibility of Transition Scenario 2 and Solution 4

Transition Scenario2 is “Dual Stack connectivity with Limited Private IPv4 Address Pools”. In this scenario, The UEs and network are IPv4 and IPv6 capable, IPv4 addresses available for subscriber assignment are private and a 44 NAT is available to be deployed to connect private IPv4 enabled UEs to the public IPv4 internet and other APNs. UEs are also able to connect to v6 APNs using assigned v6 addresses.
This section discusses the reasons why Solution 4 (Dual Stack with NAT44) is appropriate for scenarios presented in document “[image: image1]3GPP TR 23.975 V0.3.0 (2010-01)” titled “IPv6 Migration Guidelines”.

1.1 Applications and Servers Predominantly IPv4

All production applications and servers are written for IPv4 socket libraries with exploratory support for IPv6 applications beginning to gather strength at this time. Given LTE rollout timeframe in the 2012 vicinity, it is important that v4 applications are feasible on the UEs to be able to connect to IPv6 servers. Over time, it is expected that more applications and servers will support IPv6, so a dual stack on the UE will allow revenue earning IPv4 connectivity while easing in the future cutover to IPv6 as a predominant IP technology.

1.2 Dual Stack Investment 

4.1.1 UE

The dual stack support in the UE allows UE to talk to IPv4 and IPv6 hosts as direct peers. This is independent of how the intervening networks (air, PLMN etc) transport the actual IPv4 and/or IPv6 datagrams. [From a conceptual standpoint, this scenario could be thought of as two virtual and discrete UEs within the same UE: one virtual UE (vUE) for IPv4 termination and one vUE for IPv6 termination with one exception
].

This architecture allows the service provider to independently establish a revenue stream based on IPv4 applications and a growing subscriber base while allowing experimentation with IPv6 servers and applications. As the subscriber base grows, a more supported IPv6 is expected to allow gradual cutover to IPv6 while never requiring a shutdown date for IPv4. This approach provides a hedge against the risk of running into technology/product issues with a largely currently un-deployed IPv6.

4.1.2 Dual Stack – Network

Dual stack in the Public Land Mobile Network (PLMN) allows v4 applications to communicate with v4 servers and v6 applications to communicate with v6 servers in a “ships in the night” fashion. This allows v6 penetration in the applications and server areas to be decoupled from IP penetration via IPv4 into mobile data communications. Market known routers today support both v4 and V6 and the evolved ones support dual stack configurations in transport mode. LTE PGWs also support v4 and v6 bearers to the same mobiles paving the way for dual stack UEs to be successful in a LTE environment.

1.3 NAT44 Deployment 

NAT44 was originally invented in wire line networks following the deployment of Classless Inter Domain Routing (CIDR) to perpetuate IPv4 life as much as possible. It is widely used function at this time especially in residential broadband. So, a provider who concludes that public IP addresses are in short supply can indeed roll out a deployment based on private IPv4 addresses (about 17 million maximum including the 10/8, 172.16/12 and 192.168/16 address spaces) and NAT44 to delay the depletion of IPv4 addresses.

NAT is a necessary bump in the network due to address shortage (NAT44) or to interwork v4 to v6 (NAT64). However, deploying NAT44 leverages a known and deployed network function without assuming wide scale availability of IPv6 applications on the UE.

2 Justification for a NAT-PT enabled PGW (vs. a discrete PGW and NAT)

The following diagram is a logical straw illustration of the use of NAT44 in the LTE network. It is placed between the PGW and the Internet or other APN (essentially mediating the SGi interface). While NAT44 is shown, the same logical connections between the NAT engine and the PGW and APN apply to the case when NAT64 is used.
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Packets that come in on the S5 tunnel from the SGW have source address set to a private IPv4 address handed out by the PGW and have the destination address set to a public IPv4 address learned from a DNS query (URL to IP address translation). The NAT function translates the source address to a public address (that’s routable in the APN) and forwards it t the router function. The router function looks up the server’s address (destination IP address of packet) and fewer interfaces to manage in the routing table and sends the packet out the appropriate physical interface with the Layer 2 appropriate encapsulation.

For packets coming from the APN, the destination address is used to send the packet to the NAT, where the address translation results in the destination address being set to a private address before showing up in the PGW.

Carrier grade PGWs are built on router platforms that can also easily perform the NAT functions. If a discrete NAT is used, the service provider will need to manage an additional platform. In addition either a discrete router will need to be used or the NAT’d packets will need to looped back to the PGW for a routing lookup. In the former case, additional nodes will need to be managed and in the latter case, additional ports and needless erosion of PGW throughput will result due to multiple traversals. These additional boxes for NAT and routing will result in increased complexity of troubleshooting, SLA management (due to multiplicity of statistics output points) and propagation delays.

Integrating the NAT function in the PGW has the additional benefit of the solution not being limited by interface support in the NAT. For instance, 10GBE and 40GBE interfaces are customary in a router platform, but nit necessarily so in NAT platforms.

Policy driven traffic treatment is a very important and distinguishing feature of 3GPP LTE. Minimizing the number of nodes that will need to account for policy management and server as touch points (PGW vs. PGW+NAT+router) is preferred.

For these reasons, a NAT function in the PGW (vs. a physically discrete NAT) is recommended.
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�: it is quite possible for a DNS server to return a v6 address on in a v4 response packet and vice versa. This is called transport independence quoted here from RFC3596: “The IP protocol version used for querying resource records is independent of the protocol version of the resource records; e.g.,IPv4 transport can be used to query IPv6 records and vice versa”. the v4 vUE could receive a v6 response and as a consequence hand over control of the session to the v6 vUE.














