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Introduction

As described in the Figure 1 below, in Gateway-Initiated Dual-Stack LITE deployment a CGN may connect to more than one P-GW. In this case if the Softwire-Identifier is assigned by P-GW and UEs share same IPv4 address there will be an issue that is the CGN may fail to do the IP traffic mapping since overlapping NAT-bindings as shown in Table 1 (SID-1 = SID-2).
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Figure 1: A CGN connecting with more than one PDN Gateways

	UE
	Softwire-Id/IPv4/Port
	Public IPv4/Port

	UE-1
	SID-1/10.1.1.1/TCP 5000
	134.95.166.10/TCP 7000

	UE-2
	SID-2/10.1.1.1/TCP 5000
	134.95.166.10/TCP 7000


Table 1: Overlapping Entries in Translation Table
In the last SA2#77 meeting we submitted S2-100794 to propose an approach to solve the issue above. That is the translation table in CGN shall be extended by maintaining additional item GW-ID if the Softwire-Identifier used in Gateway-Initiated Dual-Stack Lite is generated by P-GW as shown in Table 2. The GW-ID could be either the interface ID or the IP address of the GW which can be discussed in IETF.
	UE
	Softwire-Id/IPv4/Port
	Public IPv4/Port

	UE-1
	GW-ID-1/SID-1/10.1.1.1/TCP 5000
	134.95.166.10/TCP 7000

	UE-2
	GW-ID-2/SID-2/10.1.1.1/TCP 5000
	134.95.166.10/TCP 7000


Table 2: Extension of Translation Table
The issue was confirmed in last meeting while the solution was regarded to further study. So here we submit this contribution and give a proposal in this workshop.

Proposal

We propose that take this solution as an alternative one with the other approach that is SID is assigned by a local or remote (e.g. AAA) repository.

************************ Start of the Change *******************************

B.6
Transition Solution: Gateway-Initiated Dual-Stack Lite

B.6.1
Solution Description 
Gateway-Initiated Dual-Stack Lite [13] is a modified approach of the DS-Lite concept. GI-DS-Lite builds on top of the current dual-stack deployment model of the 3GPP architecture which supports dual-stack UEs and uses tunneling technology between the Serving Gateway and the PDN Gateway, over GTP or PMIPv6 based S5/S8 interfaces, and between the UE and the PDN Gateway over the S2c interface. GI-DS-Lite lifts some of the restrictions of the DS-lite solution: 

· CGN does not need to be co-resident with PDN-Gateway.

· No added overhead for IPv4 userplane traffic transport on the airlink.

· Support of IPv4 and IPv6 transport networks.

· Support for deployments with public, private, non-meaningful, and overlapping IPv4 addresses on the UEs.

· No UE changes mandated for any of the deployment scenarios.

With GI-DS-Lite, UE and access architecture remain unchanged. PDN Gateway and CGN are connected through a single “DS-Lite tunnel” (referred to as “softwire” by the IETF) using IPv4-over-GRE-over-IPv4 or IPv4-over-GRE-over-IPv6 encapsulation. GRE encapsulation (see RFC2784) is used along with the “GRE Key and Sequence Number Extensions” (see RFC2890). Alternative encapsulation techniques, such as for example L2TPv3 (see note below), could be used instead of GRE [13]. The encapsulation technique needs to support transport of the Softwire-Identifier (SID), which is assigned by the PDN Gateway and retrieved either from a local or remote (e.g. AAA) repository. The SID is used as a context identifier and is 32-bit wide. For GRE encapsulation, the SID is carried within the GRE-key field (whereas for the L2TPv3 example, the Session ID would be used). The SID ensures a unique identification (potentially along with other traffic identifiers such as e.g. interface, VLAN, port, etc.) for traffic flows at the CGN, which should be associated with a single NAT-binding. Deployment dependent, the SID can also be used as an identifier for traffic flows or UEs in backend systems: Deployments which use non-overlapping private IPv4 addresses for the UE could e.g. choose to map private IPv4 addresses 1:1 to the SID.
If SID is assigned by PDN Gateway an extension shall be made to the translation table in the CGN. As shown in Table 2 a new item GW-ID is added to the table to identify different PDN Gateways connected to the same CGN. The GW-ID could be either the interface ID or the IP address of the GW which can be discussed in IETF. Hence the CGN can map private IPv4 addresses 1:1 to the SID plus GW-ID even if the IPv4 addresses in shared by multiple UEs and the SIDs have equal values.

	UE
	Softwire-Id/IPv4/Port
	Public IPv4/Port

	UE-1
	GW-ID-1/SID-1/10.1.1.1/TCP 5000
	134.95.166.10/TCP 7000

	UE-2
	GW-ID-2/SID-2/10.1.1.1/TCP 5000
	134.95.166.10/TCP 7000


Table 2: Extension of Translation Table
Note:
The GI-DS-Lite concept allows for different encapsulation techniques (e.g. GRE with GRE Key and Sequence Number Extensions, L2TPv3, or even plain IP-in-IP (for deployments with unique IPv4 addresses) to be used for traffic tunneling between PDN Gateway and CGN. The GI-DS-Lite concept is also being discussed within the IETF [13]. It is highly desirable, that the final choice of an encapsulation technique for 3GPP architectures aligns with the IETF specification. 

In a GI-DS-Lite deployment, the CGN combines DS-Lite tunnel termination and NAT44. The outer/external IPv4 address of a NAT-binding at the CGN is either assigned autonomously by the CGN from a local address pool, configured on a per-binding basis (either by a remote control entity through a NAT control protocol or through manual configuration), or derived from the SID (e.g., the 32-bit SID could be mapped 1:1 to an external IPv4-address). The choice of the appropriate translation scheme for a traffic flow can take parameters such as destination IP-address, incoming interface, etc. into account. The IP-address of the CGN, which, depending on the transport network between the PDN Gateway and the CGN, will either be an IPv6 or an IPv4 address, is configured on the gateway. A variety of methods, such as out-of-band mechanisms, or manual configuration apply.
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Figure B.6.1: Gateway-Initiated Dual-Stack Lite deployment scenario
Figure B.6.1 shows an example of Gateway-Initiated DS-Lite applied to the EPC architecture when S5 or S8 interfaces are used. The PDN Gateway associates the mobility tunnels with the DS-Lite tunnel to facilitate traffic forwarding to and from the CGN. 
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Figure B.6.2: Gateway-Initiated Dual-Stack Lite deployment scenario over S2c
Figure B.6.2 shows an example of Gateway-Initiated DS-lite applied to the EPC architecture when the S2c interface is used. The PDN Gateway associates the mobility tunnels with the softwire tunnel to facilitate traffic forwarding to and from the CGN.

In its simplest form, there could be a 1:1 relationship between mobile access tunnels (e.g. identified by a TEID or the DSMIPv6 HNP) and a DS-Lite tunnel (identified by SID) facing the CGN – resulting in a simple tunnel-stitching operation on the PDN Gateway. Deployment dependent (e.g. for deployments which use non-overlapping private IP addresses on the UEs), the PDN Gateway could e.g. choose to only send Internet-bound traffic to the CGN – and route internal traffic locally.

B.6.2
Evaluation 
Impact on the existing architecture:

· PDN Gateway requires the following minor changes:  

· GRE (or alternative schemes, such as L2TPv3) tunneling to/from the Carrier Grade NAT.

· Association of traffic flows to/from the CGN with the SID.

· Maintenance of a SID key-space (possibly in conjunction with an external repository (e.g. AAA)).

Known issues of the solution:

· If overlapping private IPv4 or non-meaningful IPv4 addresses are used for the UEs, all traffic needs to go through the CGN. This could potentially result in non-optimal communication patterns for the scenario of direct IPv4 communication between UEs that are attached to the same CGN.

Known benefits of the solution:

· Support for UEs with public, private, overlapping private, and non-meaningful IPv4 addresses. If so desired, all the UE’s in the mobility domain can be assigned the same IPv4 private address. 

· No changes to the UE required.

· No changes to the IPv4 / IPv6 address-assignment procedures required.

· No bearing on the type of transport network: Transport network can be IPv4 or IPv6.

· The CGN can be placed on the service provide IPv4 network edge and is not required to be collocated with the PDN Gateway.  

· This solution does not introduce any additional tunnel overhead on the air-link, or on the access network for carrying the UE’s IPv4 traffic. It leverages the tunneling infrastructure existing between the UE and the PDN gateway. 

· Solution to the public IPv4 address exhaustion problem through the use of NAT44 at the CGN as well as to the private IPv4 address exhaustion problem. The NAT44 function is only required at a single location within the architecture. 

· This solution requires only a single IPv4 or an IPv6 transport tunnel between the PDN Gateway and the Carrier Grade NAT, with the GRE (or alternative schemes, such as L2TPv3) encapsulation mode. This single GRE tunnel is used for carrying all the IP traffic belonging to all the UEs supported on that PDN Gateway. 

· This solution does not have any impact on the UE’s roaming support. 

· QoS can be deployed as currently.

B.6.3
Applicability

Gateway-initiated Dual-Stack Lite applies to the following IPv6 migration scenarios outlined in clause 5:

· Scenario 1: Dual-stack connectivity with Limited Public IPv4 Address Pools
· Scenario 2: Dual Stack connectivity with Limited Private IPv4 Address Pools
************************ End of the Change *******************************
