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Foreword

This Technical Report (TR) has been produced by the 3rd Generation Partnership Project (3GPP).

The contents of the present document are subject to continuing work within the TSG and may change following formal TSG approval. Should the TSG modify the contents of the present document, it will be re-released by the TSG with an identifying change of release date and an increase in version number as follows:

Version x.y.z

where:

x
the first digit:

1
presented to TSG for information;

2
presented to TSG for approval;

3
or greater indicates TSG approved document under change control.

y
the second digit is incremented for all changes of substance, i.e. technical enhancements, corrections, updates, etc.

z
the third digit is incremented when editorial only changes have been incorporated in the document.

Introduction

This document intends to give an overview of low layer transport protocols between the UICC and the ME in order to achieve higher speeds, as compared as we have today.

The bearer independent protocol specified in the USAT specification allows the toolkit applications residing on the UICC to use the full speed of CSD and packet mode to communicate with the network. In order to take the full advantage of the high throughput at the radio interface, a faster protocol on the UICC-ME may be needed. The speed enhancement could also prove beneficial to existing USIM feature,  e.g. the phone book.

This study  lead to an evaluation of different candidates for this protocol. These might be already standardised or de-facto standardised protocols, intended for communication with a smart card or not. 

The candidates have been compared according to the following criteria :

· performance

· power consumption

· ease of standardisation

· ease of implementation (in the ME and in the UICC)

As this document is a technical report and not a technical specification, none of its contents have the character of a requirement. 

1
Scope

The present document describes

· what are the requirements for a high speed protocol

· several technical possibilities in order to achieve high speeds

· a first comparison of the possibilities 

This study evaluated the following protocols :

· Universal Serial Bus (USB)

· Multi Media Card Protocol (MMC)

· Enhancements of ISO/IEC 7816 T=1

2
References

The following documents contain provisions which, through reference in this text, constitute provisions of the present document.

· References are either specific (identified by date of publication, edition number, version number, etc.) or non‑specific.

· For a specific reference, subsequent revisions do not apply.

· For a non-specific reference, the latest version applies.

[1]
3G TS 31.101: "UICC-Terminal Interface; Physical and Logical Characteristics"

[2]
3G TS 31.102: "Characteristics of the USIM Application"

[3]
3G TS 21.111: "USIM and IC Card Requirements"

[4]

3G TS 22.100: "UMTS Phase 1"

[5]
3G TS 22.101: "Service Aspects; Service Principles"

[6]

GSM TS 11.11: "Specification of the Subscriber Identity Module - Mobile Equipment Interface"

3
Abbreviations

For the purposes of the present document, the following abbreviations apply:

2G
2nd Generation

3G
3rd Generation

DF
Dedicated File

EF
Elementary File

GSM
Global System for Mobile Communication

ICC
Integrated Circuit Card

ME
Mobile Equipment

UICC
Universal Integrated Circuit Card

UMTS
Universal Mobile Telecommunication System

USIM
Universal Subscriber Identity Module

4
Requirements 

For the purpose of this report it is first interesting to look at what could be the applications needing high-speed protocols.

4.1 Backward compatibility 

The backward compatibility with ISO has to be respected therefore the card shall be compliant to ISO/IEC 7816-2 ,-3

About the form factor of the card, it should be available as the Plug-in format.

The contacts should compatible with existing contacts

Transport protocols : the card should start with T=0, be able to support also T=1, and then a negociation mechanism could be used in order to enter the new enhanced mode.

4.2
Enhancing existing services

The fast protocol is needed for application as phone book in 3G, for the personalization  applet download. The UICC should also take part in what is defined in MMS (Multimedia files)… 

There are some technologies for multimedia storage, like MMC (Multi Media Card), which provide fast protocol communication with external world. Is it applicable to the smart card world ? The requirement in this case is mostly application downloading (applets downloading) and "playing" files, e.g. music stored in the SIM.

4.2 New services

A new protocol is requested for the following use cases:

- Data storage capacity and requirement increasing (video, music, maps, graphics, database, applets, phonebook, personalization)

- Mono-directional isochronous flow application with high volume of data requesting real time playback, (e.g. music, video)

- Bi-directional isochronous flow Streaming applications, with high volume of data exchange in both directions (e.g. data encryption for connecting to banking application, contents right control (watermark check), encryption/decryption of voice or IP packets)

Considering the service requirement and the Radio Interface (384 Kbit/s to 2 Mbit/s) and a typical mono-directional isochronous application playing of MP3files (1Mbit/s),  it seems reasonable to a require a maximum communication rate of 2Mbit/s.
We could ask ourselves  if the purpose is to have a solution that answers today's requirement or to have something that opens the door to a whole new set of applications. 
One answer is that is should be necessary is to have a scalable protocol to follow: technology evolution and application requirements.

What a bout the size of the data ? To give a rough idea : some manufacturers are working on 2 Mbytes Smart Cards with the size of a GSM plug-in. And MultiMedia Card may contain up to 64 Mbytes of data (1 hour of music).

5
Protocol evaluation criteria

The following evaluation criteria are identified:

· Ease of standardisation :
of course, if a solution is already standardised and tested it improves its reliability and also minimises the work of specification.

· Power consumption :
this is a very important aspect in the wireless world. Terminals are battery operated, and should have a small weight.

· Complexity-Ease of implementation (hard/soft, ME/UICC) :
the more a technology is complex, the more the product is expensive, because of the cost in hardware components. Around the same idea, big softwares need big memories, which are also expensive.

· Performances (high speed, low error rate)

· Answer to all envisaged applications:
that means if the protocol is asynchronous, iso-chronous, half or full duplex, etc...

· Scalability 
as explained before, it might be interesting to have intermediate steps up to the top capability

· Possibility of further evolution
The technology might be physically limited.

· encryption already provided or not
if the solution is already standardised, it may also already define some kind of secure messaging at the interface, that could be useful in certain applications

6
Protocol study

6.1
Introduction

This report contains the result of the studies made by several experts. There may be other solutions.

6.2
Hardware issues
6.2.1
Introduction

Fast Communication is depending on three main parameters:

· Communication Speed

· Communication Error rate

· Workload capability

Communication speed

· Speed is directly related to the sampling clock:

· External clock

· Internally generated clock (internal clock multiplier)

· A typical fast clock/data ratio is 4:

- 1 Mb/s

4 MHz

- 5 Mb/s

20MHz 

6.2.2 Communication speed 

The communication speed has impacts on :

- Device power consumption

- Device design (securities /CPU speed)

6.2.3
Error Rate

Communication error rate is depending on:

Signals distortion

glitch, spikes.

Hardware latency.

Clock/Data Jitter.


Sampling imprecision

Hardware will sample, based on internal clock signal

If data is not synchronized with this clock, the error rate will rise.

6.2.4
How to limit errors: a proposal

To define signals derivation criteria

Duty cycle on clock and IO
more precise than ISO

Clock jitter


To be defined

To get transmitted data synchronized with clock rising/falling edge

6.3 T=0, T=1, T=2

6.3.1
Introduction

The performance of ISO7816-based  protocols is given by the elementary time unit (etu) value derived from D and F parameters. Accepted parameters by the card are sent by the card with the ATR (Answer to reset).  F is the clock rate conversion factor, and D the baud rate adjustment factor. The formula which gives the etu value is:

1 etu = F/D * (1/f) where f is the clock frequency

Tables are given in the standard; these tables give on one hand, the value of F for each FI coding and the corresponding f max allowed, on the other hand the D value for each DI coding.

The corresponding bandwidth is given by the formula:

Gross Bandwidth (Kb/s) = 1/etu =(D/F )*f * 1024.

The bandwidth depends mainly on D value and not on F or f as the ratio F/f in the ISO tables is a constant value (except for F=0001). That is to say that the card clock may be high (max 20MHz) but the bandwidth is not increased accordingly.

6.3.2
T=0 protocol

The graphic below gives the bandwidth for the different D values in T=0 protocol, character per character mode.

In these graphics, an overhead is taken into account. This overhead is the physical layer overhead and is as follow:

1 start bit

1 parity bit

2 guard time bit inter characters.

For one character (8 bits), the protocol adds 4 bits, then the ratio to apply on the gross bandwidth is then 2/3 and defines the net bandwidth:

Net bandwidth = 2/3 * Gross bandwidth
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6.3.3
T=1 protocol

In case of downloading very big data the use of T=1 protocol is well adapted as it is a block based protocol.

The results below may be compared to bulk transfer in USB protocol which is the best transfer for downloading such data.

In case of reading the data (playback),  the results below may be compared to isochronous transfer in USB protocol.

In this case, only data blocks are useful, control blocks including transmit errors and flow control are computed as overhead for the comparison with USB results.

6.3.3.1
Net bandwidth

At the physical layer:

For T=1 minimum guard time of 1 bit is possible so the coefficient to apply on the gross bandwidth is 8/11 instead of 2/3 for T=0

Net bandwidth = 8/11 * Gross bandwidth
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6.3.3.2
Real bandwidth

What is the b lock structure overhead ?

NAD 1 byte, PCB 1 byte, LEN 1 byte, CRC 2 bytes

Block structure overhead is : 5 bytes

Inter block Guarding time:

BGT = 22 etu

There are two reversals (after transmitter I block and after acknowledge receiver I block), then the resulting overhead is 2*(22-11) = 22 etu

Block guarding time overhead 22 bits

Data structure overhead:

For each block sent, the receiver acknowledges the block to the transmitter in sending in return an I block.

The resulting overhead is then:

Data structure overhead 5 bytes

The total overhead is then 

Block overhead + Guarding time + Data overhead = 5 + 22/8 + 5 = 12,75 bytes for 254 bytes of real data.

Real bandwidth = Net bandwidth * 254/266,75
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6.3.3.3
Conclusions

Using the T=1 protocol, the best-oriented protocol for download and playback, the performances are:

	Clock frequency
	Gross bandwidth
	Real bandwidth
	Timing for 64Mo downloading 

	5 MHz
	430 Kbits/s
	305 Kbits/s
	28’ 40’’(1720s)


6.3.4
Enhanced T=1 protocol

The bandwidth of the present standard is limited by the electrical interface, the ratio F/D giving the number of clock cycles within the etu and the clock frequency itself.

6.3.4.1
Electrical interface

The bandwidth of  T=1 is limited by the electrical characteristics of the IO pin. As a matter of fact, the IO port is specified to be an open drain pin. That is to say that the one level is induced by the pull-up resistor and load capacitor of the IO line. These two components limit the bandwidth of the IO:

For the rising and falling edges max of IO specified in the standard (1µs),  the maximum bandwidth is limited to:

Max bandwidth = 1/(2*1µs) = 500 KHz.

We have to redefine the electrical characteristics of the IO as a push-pull transistor with tri-state to emulate the open-drain characteristics. That is to say that contentions on the bus are avoid in using a feedback on IO level to manage the tri-state command of the buffer.

6.3.4.2
F/D ratio

The way to enhance the T=1 communication is to change the ratio F/D to the minimum. This ratio gives the number of clock cycles within an etu (elementary time unit).

The T=1  is an asynchronous protocol, and assumes that the data (I/O) signal is asynchronous to the clock signal. To recover the data, the start bit needs to be detected. For that processing, a double sampling of the data is made and the transition between one to zero is detected on the IO pin. Then we can add one period of clock to say that this edge of clock is located at the middle of the data. It seems that approximately 4 clock cycles in one etu could be used.
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With this hypothesis (F/D=4), using the max frequency defined in the standard (20MHz), the gross bandwidth could be: Gross bandwidth = 1/etu= (D/F)*fmax = fmax/4= 5 Mbit/s. 

then the net bandwidth with T=1 protocol will be:

net bandwidth = gross bandwidth * 8/11 = 3,64 Mbits/s

and the real bandwidth will be:

Real bandwidth = Net bandwidth * 254/266,75 = 3,46 Mbits/s

For fmax = 20MHz the F factor in the standard is 1860. Keeping this same factor for F the D factor should be:

D = F/4 = 465. 

Using the RFU coding of DI, we may use this factor.

If we use an internal PLL in the card the min ratio F/D may be 1. For example the PLL multiplies the clock frequency per 4 and the sampling of data may be made using this new clock. The bandwidth above for this case is greater and multiplies per 4. Consumption in the card will increase.

Gross bandwidth = 1/etu= (D/F)*fmax = fmax= 20 Mbit/s. 

net bandwidth = gross bandwidth * 8/11 = 14,55 Mbits/s

Real bandwidth = Net bandwidth * 254/266,75 = 13,85 Mbits/s

6.3.4.3
Clock frequency

Another way to enhance the T=1 is to increase the clock frequency. Limitation of the frequency may be dictated  by eventually the EMC radiation and power consumption in the card, but it seems that a frequency of 80MHz is conceivable in consideration of design care. 

With this fmax frequency of 80MHz and with the F/D factor of 4 the gross bandwidth will be:

Gross bandwidth = 1/etu= (D/F) * fmax = 20Mbit/s 
then the net bandwidth with T=1 protocol will be:

net bandwidth = gross bandwidth * 8/11 = 14,55 Mbits/s
and the real bandwidth will be:

Real bandwidth = Net bandwidth * 254/266,75 = 13,85 Mbits/s

6.3.4.4
Conclusions

In conclusion to enhance the ISO7816-based protocols in term of bandwidth we may:

· Change the electrical characteristics to the IO pin from open-drain to push-pull 

· Change the F/D factor to the minimum (ex: 4) (new D factor : D=465)

· Increase the fmax to 80MHz for example (new F factor : 40Mhz, 80MHz)

Advantages of this solution are:

· New smart-card readers may keep compatibility with existing cards

· New cards may be used with existing readers (if the RFU factors are ignored in the reader)

Disadvantage:

· Increasing clock frequency will have impact on power consumption in the card, and then in mobile’s battery life.

With this changes in the standard the bandwidth would be:

	Clock frequency
	Gross bandwidth
	Real bandwidth
	Timing for 64Mo downloading 

	20 MHz
	5 Mbits/s
	3,46 Mbits/s
	2’ 28’’ (148 s)

	40 MHz
	10 Mbits/s
	6,92 Mbits/s
	1’ 14’’ (74s)

	80 MHz
	20 Mbits/s
	13,85 Mbits/s
	37s 

	20 MHz with PLL
	20 Mbits/s
	13,85 Mbits/s
	37s

	40 MHz with PLL
	40 Mbits/s
	27,70 Mbits/s
	18,5’’

	80 MHz with PLL
	80 Mbits/s
	55,40 Mbits/s
	9,25’’ 


6.3.5
T=2                     

6.3.5.1
Introduction

Where is it defined :

ISO/IEC CD 10536-4: Identification cards - Contactless integrated circuit(s) cards - Part 4: Answer to reset and transmission protocols

Chapter 9 of ISO/IEC CD 10536-4 describes protocol type T=2 but not the physical transmission of the bits. T=2 was not designed for contactless communication.

Features:

· full duplex transmission protocol

· commands can be initiated either by the terminal or the card

· more than one block can be send without acknowledgement by the receiver

· very similar to T=1

6.3.5.2
Full duplex handling

· Two I/0 ports are necessary : 


· The physical channel in which the first block is sent from the IFD decides on the usage of either a half duplex protocol (T=0/T=1) or the full duplex protocol T=2.

· Data link layer according to ISO 7816-3

· ATR handling according to ISO 7816-3

· PPS handling according to ISO 7816-3
6.3.5.3
Changes as compared to T=1

Block structure :

	Prologue Field
	Information Field
	Epilogue Field

	NAD
PCB 
LEN
	INF
	EDC



PCB content :

I-Block PCB :


	b8
	b7
	b6
	b5
	b4
	b3
	b2
	b1

	0
	N(S)
	M
	N(R)
	N(R)
	N(R)
	N(S)
	N(S)


Remark : Send sequence counter is extended to a total length of 3 bits. With this feature up to seven blocks can be sent without acknowledgement.

R-Block PCB :

	b8
	b7
	b6
	b5
	b4
	b3
	b2
	b1
	

	1
	0
	0=R
	N(R)
	N(R)
	N(R)
	0
	0
	error free

	
	
	1=RNR
	
	
	
	0
	1
	EDC or parity error

	
	
	
	
	
	
	1
	0
	other errors


6.3.5.4
Scenarios for a full duplex protocol:

· Scenario 1: Commands are not independent (e.g. authentication sequence)
No difference compared to T=1, because IFD has to wait for the response of the ICC before sending the next command.

· Scenario 2: Commands are independent (e.g. sequence of READ commands)
The command can be received and executed while sending the response to the IFD. This would increase the communication speed nearly by factor 2.

· Scenario 3: Commands are independent and processing time is greater than transmission time.
The next command could be received while processing the current command and sending the response of the previous command. This could nearly eliminate the transmission time.

· Scenario 4: Multiple channels
The terminal could send different commands for the different channels without waiting for the answers after each command. This would also reduce the communication time. However operating system with separate I/O buffers for each channel would be necessary.

6.3.5.5
Conclusion

Advantages:

· Very similar to T=1

· Code of T=1 can be used + approximately 1KByte additional code

· ICC can also be master

Disadvantages:

· Not a ISO standard but only a CD

· Second I/O line necessary

· UART which can receive and transmit a TPDU at one time without the CPU necessary

· Needs at least twice the RAM compared to T=1

6.4 Universal Serial Bus (USB) 

6.4.1
Introduction

Originally , the motivation of defining a new serial bus (Universal Serial Bus) came from :

· Connection of the PC to the telephone

· Ease-of-use : real plug and play interface

· Port expansion

New needs appear with the high performance PC and digital imaging which needs faster connections. The USB 2.0 standard is now the answer of these new needs as it defines three transfer rates :

· 1,5 Mb/s (Low Speed : LS)

· 12 Mb/s (Full Speed : FS)

· 480 Mb/s (High Speed : HS)

6.4.2
Applications

The table below shows applications and attributes linked to these three different bus rates : 

	Performance
	Applications
	Attributes

	Low speed

· Interactive devices

· 10 – 100Kb/s
	Keyboard, Mouse

Stylus

Game peripherals

Virtual Reality peripherals
	Lowest Cost

Ease-of-use

Dynamic attach and detach

Multiple peripherals

	Full Speed

· Phone, Audio, Compressed video

· 500Kb/s – 10Mb/s
	POTS

Broadband

Audio

Microphone
	Lower Cost

Ease-of-use

Dynamic attach and detach

Multiple peripherals

Guaranteed bandwidth

Guaranteed Latency

	High Speed 

· Video, Storage

· 25 – 400Mb/s
	Video

Storage

Imaging

Broadband
	Low Cost

High bandwidth

Ease-of-use

Dynamic attach and detach

Multiple peripherals

Guaranteed bandwidth

Guaranteed Latency


6.4.3
Features

The table below lists the features of USB in general.

	Features

	Easy to use for end-user

	Single model for cabling and connectors

	Electrical details isolated from end-user

	Self identifying peripherals, automatic mapping of function to driver and configuration 

	Dynamically attachable and re-configurable peripherals

	Wide range of workloads and applications

	Suitable for device bandwidths ranging from a few kb/s to several hundred Mb/s

	Supports isochronous as well as asynchronous transfer types over the same set of wires

	Supports concurrent operation of many devices 

	Supports up to 127 physical devices

	Supports transfer of multiple data and message streams between the host and devices

	Allows compound devices (with many functions)

	Lower protocol overhead resulting in high bus utilization

	Isochronous bandwidth

	Guaranteed bandwidth and low latencies appropriate for telephony, audio, video,…

	Flexibility

	Supports a wide range of packet sizes, which allows a range of device buffering options

	Allows a wide range of device data rates by accommodating packet buffer size and latencies

	Flow control for buffer handling is built into the protocol

	Robustness

	Error handling / fault recovery mechanism is built into the protocol

	Dynamic insertion and removal of devices is identified in user-perceived real time

	Supports identification of faulty devices

	Synergy with PC industry

	Protocol is simple to implement and integrate

	Consistent with the PC plug and play architecture

	Leverages existing operating system interfaces

	Low cost implementation

	Low cost subchannel at 1,5Mb/s

	Optimized for integration in peripheral and host hardware

	Suitable for development of low cost peripherals

	Low cost cables and connectors

	Uses commodity technologies

	Upgrade path

	Architecture upgrade-able to support multiple USB host controllers in a system


6.4.4
Description

6.4.4.1
Standard body

USB Implementers Forum

USB Implementers Forum is a non-profit corporation founded by the group of companies that developed the USB specification. The USB-IF was formed to provide a support organisation and forum for the advancement and adoption of Universal Serial Bus technology, by facilitating the development of high-quality compatible USB devices and promoting the benefits of USB and the quality of products that have passed compliance testing.

The objective of the USB specification is to define an industry-standard. The document describes the bus attributes, the protocol definition, types of transactions, bus management, and the programming interface required to design and build systems and peripherals that are compliant with this standard. Today, the USB Implementers Forum works on the USB specification Revision 2.0.

In the USB Implementers Forum organisation, a Device Working Group (DWG) named “USB Chip /Smart Card Interface device” (CCID) has the objective to define the interface between the USB Host and the CCID. Deliverable is the “USB Device Class Specification for USB Chip/Smart Card Interface Devices”. Current revision is 0.7h.

6.4.4.2
Mechanical interface

The mechanical specifications for cables and connectors are provided in the USB specification. All devices have an upstream connection, hubs have additional downstream connections. Upstream and downstream connectors are not mechanically interchangeable, thus eliminating illegal loop back connections at hubs. The cable has four conductors: a twisted signal pair of standard gauge and a power pair in a range of permitted gauges. 

On a smart card, the support of D+, D- requires the use of the C4-C8 contacts currently defined in ISO 7816-2 as RFU. Figure 2 shows an example on how to implement a USB card in order to be backward compatible with the ISO contacts.
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6.4.4.3
Electrical interface

The USB transfers signal and power over a four-wire cable (Vcc, GND, D+, D-). The signalling occurs over two wires on each point-to-point segment in differential mode.

There are three data rates:

The USB low-speed signalling bit rate is 1.5Mb/s (Lowest Cost, Ease-of-Use, Dynamic Attach-Detach, Multiple Peripherals).

The USB full-speed signalling bit rate is 12Mb/s (Lower Cost, Ease-of-use, Dynamic Attach-Detach, Multiple Peripherals, Guaranteed Bandwidth, Guaranteed Latency).

The USB high-speed signalling bit rate is 480Mb/s (Low Cost, High Bandwidth, Ease-of-use, Dynamic Attach-Detach, Multiple Peripherals, Guaranteed Bandwidth, Guaranteed Latency).

The supply voltage range defines in the USB specification Revision 2.0 is 4.40V-5.25V.

But their are on the market USB transceiver working at voltages of 1.8V, 2.5V and 3.3V. 

It can be used either as a USB device transceiver or a USB host transceiver, and can transmit or receive serial data at both full speed (12 Mbit/s) and low speed (1.5 Mbit/s) data rates. The transceiver also supports the low-power, single-ended input receiver interface in "suspend" mode operation

6.4.4.4
Protocol

The USB is a polled bus. The Host Controller initiates all data transfers. Most bus transactions involve the transmission of up to three packets. Each transaction begins when the Host Controller, on a scheduled basis, sends a USB packet describing the type and direction of transaction, the USB device address, and endpoint number. This packet is referred to the “token packet.”

The USB device that is addressed selects itself by decoding the appropriate address fields. In a given transaction, data is transferred either from the host to a device or from a device to the host. The direction of data transfer is specified in the token packet.

The destination, in general, responds with a handshake packet indicating whether the transfer was successful. Some bus transactions between host controllers and hubs involve the transmission of four packets. These types of transactions are used to manage the data transfers between the host and full/low speed devices.

Several protocols exist within USB, but are not well suited to the Smart Card interface. A solution might be to encapsulate the ISO APDU protocol in the USB protocol, but will not benefit from the bandwidth. What could be defined is a new protocol called T=USB which uses the USB protocol in the way. 

6.4.5
Data transfer on USB 

USB defines four types of data transfer. Depending of the application, and nature of data to transfer, devices may use one type or another :

· Control transfer

· Isochronous transfer

· Interrupt transfer

· Bulk transfer

The table below gives features of the four transfers :

	
	Control transfers
	Isochronous transfers
	Interrupt transfers
	Bulk transfers

	Use
	Configuration/ command/ Status type communications

Request/response communications
	Time-relevant information, continuous communication, need of guaranteed bandwidth and data rate
	Devices that need to send or receive data infrequently but with bounded service periods
	Typically used for data that can use any available bandwidth and can also be delayed until bandwidth is available

	Data characteristics
	Bursty, non periodic, host software initiated
	Periodic, continuous communication between host and device. Preserves concept of time encapsulated in data
	Low frequency, bounded-latency communication. Guaranteed maximum service period
	Non periodic, large packet bursty communication.

Access on bandwidth available basis. Guaranteed delivery of data, but no guarantee of bandwidth or latency

	Errors handling
	Retry
	No retry
	Retry at the next period
	Retry

	Transfer direction
	Bi-directional
	Unidirectional
	Unidirectional
	Unidirectional

	Packet size (bytes) constraints (max)

· LS

· FS

· HS
	8

64

64
	1023

1024 (x3 transactions /µframe)
	8

64

1024
	64

512

	Bus access constraints
	Only through message pipes
	Only FS and HS devices

Bandwidth sharing :

80%/µframe : HS

90%/frame : FS
	LS, FS, HS

Bandwidth sharing :

80%/µframe : HS

90%/frame : FS
	FS , HS only

Use remaining bandwidth within frame/µframe

	Protocol overhead (bytes)

· LS

· FS

· HS
	63

45

173
	9

38
	19

13

55
	13

55

	Max bandwidth (b/s)

· LS

· FS

· HS
	187,5 Kb/s

6,5Mb/s

124Mb/s
	10 Mb/s

192 Mb/s 
	375Kb/s

9,5Mb/s

192Mb/s 
	9,5Mb/s

416Mb/s

	Comments: Example of use 
	Card configuration
	stream reading Video processing
	
	stream download into the memory of the card


Note: In Bulk transfer mode, the buffer size has to be adapted to the remaining bandwidth of the system. Using large buffers may be not very efficient if traffic on the bus is high as they need a large remaining bandwidth per frame on the bus. For this case, small buffers are more efficient as they can use a small remaining bandwidth per frame on the bus and may find this useful bandwidth more easily.

6.4.6
USB bandwidth performance

The actual bandwidth (useful data exchanged) is linked to the bus data rate of course but also depends on the transfer type used and on the data payload size inside each packet.

The graphics below show the evolution of this bandwidth in function of data payload size and transfer type for each data rates.

These figures are theoretical, and maximum value. Depending on the traffic on the bus, the results may be very different. These figures assume that there is no traffic for other devices on the bus.

6.4.6.1
Low Speed

· For this rate, only control and interrupt transfer are available.

· In Interrupt mode, a constraint in the bandwidth limitation has been integrated in the graphic: no more than 90% of any frame may be allocated for periodic transfer.

· Reminder: protocol overhead : 63 bytes for control transfers, 19 bytes for Interrupt transfers
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6.4.6.2
Full Speed

6.4.6.2.1
Theoretical results

· In interrupt and isochronous mode, a constraint in the bandwidth limitation has been integrated in the graphic: no more than 90% of any frame may be allocated for periodic transfer.

· Reminder: protocol overhead: 45 bytes for control transfers, 9 bytes for isochronous transfers, 13 bytes for interrupt transfers, 13 bytes for bulk transfers.
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6.4.6.2.2
Practical results

Practical results made on some USB chips gives the result below:

	Transfer type
	Data Payload size
	Limitation source
	Bus utilization percentage
	Bandwidth

	Bulk
	64 bytes
	Host (no NAK)
	73%
	8,704Mbits/s

	Control
	16bytes
	Host and slave
	
	44,3Kb/s


A experience on a PC shows that performance on the bus is limited by the drivers in the O.S., which allows just one transfer per frame. This is a real handicap on performance.

This limitation is not specified in the USB standard. The standard specifies that 10% of frame is reserved for non periodic transfers (Control or Bulk transfers).  But the standard says that :

“ The USB system software, at its discretion, vary the rate of control transfers to a particular endpoint. An endpoint and its client software cannot assume a specific rate of service for control transfers. A control endpoint may see zero or more transfers in a single frame. Bus time made available to a software client and its endpoint can be changed as other devices are inserted into and removed from the system or also as control transfers are requested for other device endpoints.”…” Because the USB system uses control transfers for configuration purposes in addition to whatever other control transfers other client may be requesting, a given software client and its function should not expect to be able to make use of this full bandwidth for its own control purposes. Host controllers are also free to determine how the individual bus transactions for specific control transfers are moved over the bus within and across frames. An endpoint could see all bus transactions for a control transfer within the same frame or spread across several non contiguous frames. A host controller, for various implementation reasons, may not be able to provide the theoretical maximum number of control transfers per frame.”

Conclusion: Using control transfers for data transfers is very dangerous in term of performances, and is very host dependent. Control transfers must be reserved for configuration purposes only.

6.4.6.3
High Speed

· In interrupt and isochronous mode, a constraint in the bandwidth limitation has been integrated in the graphic: no more than 80% of any frame may be allocated for periodic transfer.

· Reminder: protocol overhead 173 bytes for control transfers, 38 bytes for isochronous transfers, 55 bytes for Interrupt transfers, 55 bytes for bulk transfers
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6.4.6.4
Conclusions on performances

The theoretical results considers that the bandwidth is not shared with other devices :

	Speed bus
	Real bandwidth
	Timing for 64Mo downloading 

	Low speed
	375 Kbits/s
	23’  20’’ (1400s)

	Full speed
	9,5 Mbits/s
	54’’

	High speed
	416 Mbits/s
	1,23’’


These figures assume that there are no bottleneck in the smart-card system.

6.4.7
USB Complexity 

6.4.7.1
Hardware

Complexity of USB hardware is essentially located in the host side. The device hardware function complexity depends of the number of endpoints managed, on the double buffering function which speeds-up the exchanges (for bulk of isochronous mode) and on the width of the buffers. Here are for different functions the hardware complexity in term of number of gates.

a) Device side

· Low speed:
2 or 3 endpoints, Block size 8 bytes, control & interrupt: 3,8Kgates

· Full speed:
endpoints, Block size capability (bytes) 2 up to 1024, double buffering: min 13,5Kgates, max 22Kgates
· up to 32 endpoints, double buffering for isochronous,: 15,8Kgates
· endpoints (IN/OUT control (8 bytes), IN bulk (64bytes), OUT bulk (64bytes), IN isochronous (1024 bytes), OUT isochronous (1024 bytes), IN interrupt (64 bytes), double buffering: 14Kgates without the fifo’s (7Kgates + 1400 gates/endpoint)
=>For the device side hardware complexity is then around 15Kgates

b) Host side

For the host side, hardware complexity is around 30Kgates.

6.4.7.2
Software

a) Device side

It's difficult to get information on the driver size, however figures vary from 1Kbyte to more than 5Kbytes.

b) Host side

No data, but the host has several entities that coordinate the information flowing over the bus. They have to deal with:

· Transfer management: the entities and the objects that support communication flow over the USB

· Transaction tracking: The USB mechanisms that are used to track transactions as they move through the USB system

· Bus time: The time it takes to move a packet information over the bus. These calculations are required to ensure that the time available in a frame is not exceeded.

· Device/software buffer size: the space required to support a bus transaction

· Bus bandwidth reclamation: Conditions where bandwidth that was allocated to other transfers but was not used and can now be possibly reused by control or bulk transfers.

These different functions are complex and should take a lot of Kbytes. USB PC driver size can give a good idea of the complexity.

6.4.8
Conclusion

	PROS
	CONS

	Bus commonly used in PC world
	Only one host in the bus, implies to have host (for card exchanges) an slave (for PC exchanges) function in a mobile if we want to connect the GSM terminal on a PC

	Bandwidth in full speed may reach 9.7Mbits/s in Bulk mode and 10Mbits/s in isochronous mode
	Recovery of clock 

	Possibility to enhance the bus with USB2.0 (high speed)
	Complexity of bus, particularly on the host side

	
	Control mode performances limited by windows driver. To be clarified

	
	Tiered star topology of bus. If multiple cards, increasing of complexity (need of Hub in mobile)

	
	USB connectors are specified for 1500 extractions/insertions cycles with a max frequency of 200 /hour

	
	Need of transceivers. Mixed technology.

	
	Need of pull-up resistor of 1,5K( (+/- 5%) which may be difficult to implement on some technologies.


6.5
Multimedia Card (MMC)
6.5.1
Introduction

The MultiMediaCard is a universal low cost data storage and communication media. It is designed

 to cover a wide area of applications as electronic toys, organizers, PDAs, cameras, smart phones, digital recorders, pagers, etc. Targeted features are high mobility and high performance at a low costprice. It might also be expressed in terms of low power consumption and high data throughput at the memory card interface.

The MultiMediaCard communication is based on an advance 7-pin serial bus designed to operate

in a low voltage range. 

The basic MultiMediaCard concept is based on transferring data via a minimal number of signals.

The communication signals are:

• CLK: with each cycle of this signal a one-bit transfer on the command and data lines is done.

The frequency may vary between zero and the maximum clock frequency.

• CMD: is a bi-directional command channel used for card initialization and data transfer commands. The CMD signal has two operation modes: open-drain for initialization mode and push-pull for fast command transfer. Commands are sent from the MultiMediaCard bus master to the card and responses from the cards to the host.

• DAT : is a bi-directional data channel. The DAT signal operates in push-pull mode. Only one card

or the host is driving this signal at a time.

6.5.2
MMC characteristics

6.5.2.1
Standardisation status

MMC specification release 2.2 provides function that allows sending specific application data. These functions can be used to transport APDU or any other command format. 

	MultiMediaCard mode

	Three-wire serial data bus (Clock, command, data)

	Up to 64k cards addressable by the bus protocol

	Up to 30 cards stackable on a physical bus

	Easy card identification

	Error-protected data transfer

	Sequential and single/multiple block oriented data transfer


The specification is evolving to new kind of MMC (e.g. I/O Secure ).

6.5.2.2
Mechanical interface

The mechanical specification for MMC is provided in the MMC specification. No interest in our case where ISO contact will be used to perform connectivity.

6.5.2.3
Electrical interface

The supply voltage range defined in the MMC specification v2.2 is 2.0V-3.6V.

Five conductors are needed for MMC: 



· Power supply

· Ground

· Clock 

· Data Line

· Command Line

So, implementation on a smart card would require (assuming that we can re-use Vcc, Gnd, RST, CLK and I/O) need one more connector.

6.5.2.4
Transfer rates:

The transfer rate is defined by the clock speed. 

· Read command

Clock frequency: 20MHz

Overhead:

1. Single block read:

Host command : 48 bits

NAC: 2 bits min

Data packet: 1 bit start, 16 bits CRC, 1 bit stop

Total overhead 68 bits for 2048 bytes max transferred. (96.8% of bandwidth) : 19.36 Mbits/s

2. Multiple block read:

Host command: 48 bits

NAC: 2 bits min

Data packet: 1 bit start, 16 bits CRC, 1 bit stop, inter-block NAC 2 bits min = 20 bits/block

With continuously transfers, the bandwidth is 2048/2068= 99.03%: 19.8 Mbits/s

3. Stream data read:

Host command: 48 bits

NAC: 2 bits min

Data packet: 1 bit start, data in continuous stream: 1 bit

Bandwidth is 20 Mbits/s
· Write command

1. Single block write:

Host command: 48 bits

NCR: 2 bits min

Card response: 48 bits

NWR: 2 bits min

Data packet: 1 bit start, 16 bits CRC, 1 bit stop

2 bits before status sent by the card

CRC status: 1 start bit, 3 status bits, 1 stop bit = 5 bits

If no busy time, just Start bit and end bit = 2 bits

Pas de timing pour la nouvelle command du host.

Total overhead 127 bits for 2048 bytes max transferred. (94.1% of bandwidth): 18.83Mbits/s

	Real bandwidth
	Timing for 64Mo downloading 

	18.83Mbits/s
	27.19’’ 


6.5.2.6
Protocol

6.5.2.6.1
Introduction

On the CMD line, Command and response tokens are transferred serially from the host to cards or from the cards to host respectively.

On DATA line, data are transferred from the card to the host or vice-versa.

After a power-on reset the host initializes the cards in assigning a session address for each. Each card has a Card Identification number (CID) unique whose MID field (Manufacturer Identification) is assigned by MMCA.

Two types of data transfer commands:

· Sequential commands: these commands initiate a continuous data stream on data line which is stopped when a stop command follows on the CMD line

· Block-oriented commands: these commands send a data block succeeded by CRC bits. Single or multiple blocks are possible. Multiple block transmission is terminated when a stop command is sent on CMD line. For block write operation, a busy signaling is used on data line.

6.5.2.6.2
Command tokens

	Start bitn
	Transmitter bit
	Command content
	CRC7 on content
	End bit

	0
	1: Host
	CONTENT
	CRC
	1

	1 bit
	1 bit
	38 bits
	7 bits
	1 bit

	48 bits

	
	
	Command index
	argument
	
	

	
	
	6
	32
	
	


There are four kinds of commands to control MultiMediaCard:

· Broadcast commands (bc), no response

· Broadcast commands with response (bcr), response from all cards simultaneously

· Addressed (point to point) commands (ac) no data transfer on DAT

· Addressed (point to point) data transfer commands (adtr) data transfer on DAT

6.5.2.6.3
Response tokens

	N°
	Start bit
	Transmitter bit
	Command content
	End bit

	
	0
	0: card
	CONTENT
	1

	
	1 bit
	1 bit
	45 bits
	1 bit

	48 bits

	R1

R1b
	
	
	Command index
	Card status
	CRC7
	

	
	
	
	6 bits
	32 bits
	7 bits
	

	R3
	
	
	111111
	OCR register
	1111111
	

	
	
	
	6 bits
	32 bits
	7 bits
	

	R4
	
	
	CMD39 (100111)
	RCA (31:16)
	Register @
	Read register content
	CRC7
	

	
	
	
	6bits
	16 bits
	8 bits
	8 bits
	7 bits
	

	R5
	
	
	CMD40 (101000)
	RCA (31:16) of winning card or host
	Not defined. May be used for IRQ data
	CRC7
	

	
	
	
	6 bits
	16 bits
	16 bits
	7 bits
	


Or

	N°
	Start bit
	Transmitter bit
	Command content
	CRC7 on content
	End bit

	
	0
	1: Host

0: Card
	CONTENT= CID or CSD
	CRC
	1

	
	1 bit
	1bit
	126 bits
	7 bits
	1 bit

	136 bits

	R2
	
	
	111111
	CID or CSD register including internal CRC7
	

	
	
	
	6 bits
	127 bits
	


There are five types of responses:

· R1: normal response command

· R1b: R1 with busy signal transmitted on data line

· R2: CID, CSD registers

· R3: OCR register

· R4: fast I/O; argument contains the RCA of the addressed card, the register address and its contents

· R5: Interrupt request

6.5.2.6.4
Data packet format

Sequential

	Start bit
	Data content
	End bit

	0
	DATA
	1

	1 bit
	
	1 bit


Block

	Start bit
	Data content
	CRC16
	End bit

	0
	DATA
	CRC
	1

	1 bit
	Block length
	16 bits
	1 bit


Different types of transfers are possible:

· Single block transfer: Just one block  of data is transferred on data line

· Multiple block transfer: a continuous flow of data blocks are transferred

· Stream transfer: a continuous flow of data bytes is transferred without CRC checksum. No check for data validity is possible

6.5.2.7
Constraints

· The current consumption of any card during power-up procedure must not exceed 10mA

· Maximal capacitance of bus signals on the card is 7pF

· Maximal clock frequency for push-pull mode (transfer of data) up to 10 cards: 20MHz

· Maximal clock frequency for push-pull mode (transfer of data) up to 30 cards: 5MHz

· Maximal clock frequency for Identification mode : 400KHz

· Maximal addressing capability by card 4Gbytes

· Maximal block size 2048 bytes
7
Conclusion

[Note from the editor : only a very preliminary conclusion can be made at this point of time]

A first comparison can be found in the table below:
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Let's remember what are the constraints of a smart card environment in a Mobile:

· Low power consumption

· Clock fixed

USB interest in the mobile world resides mainly in existing protocol definition and specification, and the possible interaction with the PC world

MMC (CSI) and « Synchronized » T=1 offer

· Best Internal Clock/Data Rate ratio

· Easiest hardware implementation

 But they'll probably need more software protocol definition and specification.
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Control  LS

		Data payload size		max bandwidth (Bytes/s)		frame bandwidth per transfer		max transfers		Bytes remaining		Bytes/frame useful data		limited bandwidth (Mbit/s)

		1		3000		26%		3		40		3		0.0234

		2		6000		27%		3		37		6		0.0469

		4		12000		28%		3		31		12		0.0938

		8		24000		30%		3		19		24		0.1875





Control  FS 

		Data payload size		max bandwidth (Bytes/s)		frame bandwidth per transfer		max transfers		Bytes remaining		Bytes/frame useful data		limited bandwidth (Mbit/s)

		1		32000		3%		32		23		32		0.25

		2		62000		3%		31		43		62		0.48

		4		120000		3%		30		30		120		0.94

		8		224000		4%		28		16		224		1.75

		16		384000		4%		24		36		384		3.00

		32		608000		5%		19		37		608		4.75

		64		832000		7%		13		83		832		6.50





Control  HS 

		Data payload size		max bandwidth (Bytes/s)		frame bandwidth per transfer		max transfers		Bytes remaining		Bytes/frame useful data		limited bandwidth (Mbit/s)

		1		344000		2%		43		18		43		2.69

		2		672000		2%		42		150		84		5.25

		4		1344000		2%		42		66		168		10.50

		8		2624000		2%		41		79		328		20.50

		16		4992000		3%		39		129		624		39.00

		32		9216000		3%		36		120		1152		72.00

		64		15872000		3%		31		153		1984		124.00





Isochronous  FS

		Data payload size		max bandwidth (Bytes/s)		frame bandwidth per transfer		max transfers		Bytes remaining		Bytes/frame useful data		max transfers (lim 90%)		limited bandwidth (Mbit/s)

		1		150000		1%		150		0		150		135		1.05

		2		272000		1%		136		4		272		122		1.91

		4		460000		1%		115		5		460		103		3.22

		8		704000		1%		88		4		704		79		4.94

		16		960000		2%		60		0		960		54		6.75

		32		1152000		3%		36		24		1152		32		8.00

		64		1280000		5%		20		40		1280		18		9.00

		128		1280000		9%		10		130		1280		9		9.00

		256		1280000		18%		5		175		1280		5		10.00

		512		1024000		35%		2		458		1024		2		8.00

		1023		1023000		69%		1		468		1023		1		7.99





Isochronous  HS

		Data payload size		max bandwidth (Bytes/s)		frame bandwidth per transfer		max transfers		Bytes remaining		Bytes/frame useful data		max transfers (lim 80%)		limited bandwidth (Mbit/s)

		1		1536000		1%		192		2		192		153		9.56

		2		2992000		1%		187		20		374		150		18.75

		4		5696000		1%		178		24		712		142		35.50

		8		10432000		1%		163		2		1304		130		65.00

		16		17664000		1%		138		48		2208		111		111.00

		32		27392000		1%		107		10		3424		85		170.00

		64		37376000		1%		73		54		4672		58		232.00

		128		46080000		2%		45		30		5760		36		288.00

		256		51200000		4%		25		150		6400		20		320.00

		512		53248000		7%		13		350		6656		10		320.00

		1024		57344000		14%		7		66		7168		5		320.00

		2048		49152000		28%		3		1242		6144		2		256.00

		3072		49152000		41%		2		1280		6144		1		192.00





Interrupt  LS 

		Data payload size		max bandwidth (Bytes/s)		frame bandwidth per transfer		max transfers		Bytes remaining		Bytes/frame useful data		max transfers (lim 90%)		limited bandwidth (Mbit/s)

		1		9000		11%		9		7		9		8		0.0625

		2		16000		11%		8		19		16		8		0.1250

		4		32000		12%		8		3		32		7		0.2188

		8		48000		14%		6		25		48		6		0.3750





Interrupt  FS

		Data payload size		max bandwidth (Bytes/s)		frame bandwidth per transfer		max transfers		Bytes remaining		Bytes/frame useful data		max transfers (lim 90%)		limited bandwidth (Mbit/s)

		1		107000		1%		107		2		107		96		0.75

		2		200000		1%		100		0		200		90		1.41

		4		352000		1%		88		4		352		79		2.47

		8		568000		1%		71		9		568		64		4.00

		16		816000		2%		51		21		816		46		5.75

		32		1056000		3%		33		15		1056		30		7.50

		64		1216000		5%		19		37		1216		17		8.50





Interrupt  HS

		Data payload size		max bandwidth (Bytes/s)		frame bandwidth per transfer		max transfers		Bytes remaining		Bytes/frame useful data		max transfers (lim 80%)		limited bandwidth (Mbit/s)

		1		1064000		1%		133		52		133		107		6.69

		2		2096000		1%		131		33		262		105		13.13

		4		4064000		1%		127		7		508		101		25.25

		8		7616000		1%		119		3		952		95		47.50

		16		13440000		1%		105		45		1680		84		84.00

		32		22016000		1%		86		18		2752		68		136.00

		64		32256000		2%		63		3		4032		50		200.00

		128		40960000		2%		40		180		5120		32		256.00

		256		49152000		4%		24		36		6144		19		304.00

		512		53248000		8%		13		129		6656		10		320.00

		1024		49152000		14%		6		1026		6144		5		320.00

		2048		49152000		28%		3		1191		6144		2		256.00

		3072		49152000		42%		2		1246		6144		1		192.00





Bulk  FS

		Data payload size		max bandwidth (Bytes/s)		frame bandwidth per transfer		max transfers		Bytes remaining		Bytes/frame useful data		limited bandwidth (Mbit/s)

		1		107000		1%		107		2		107		0.84

		2		200000		1%		100		0		200		1.56

		4		352000		1%		88		4		352		2.75

		8		568000		1%		71		9		568		4.44

		16		816000		2%		51		21		816		6.38

		32		1056000		3%		33		15		1056		8.25

		64		1216000		5%		19		37		1216		9.50





Bulk  HS

		Data payload size		max bandwidth (Bytes/s)		frame bandwidth per transfer		max transfers		Bytes remaining		Bytes/frame useful data		limited bandwidth (Mbit/s)

		1		1064000		1%		133		52		133		8.31

		2		2096000		1%		131		33		262		16.38

		4		4064000		1%		127		7		508		31.75

		8		7616000		1%		119		3		952		59.50

		16		13440000		1%		105		45		1680		105.00

		32		22016000		1%		86		18		2752		172.00

		64		32256000		2%		63		3		4032		252.00

		128		40960000		2%		40		180		5120		320.00

		256		49152000		4%		24		36		6144		384.00

		512		53248000		8%		13		129		6656		416.00






_1045003237.xls
Feuil1

						USB		MMC/SPI		High Speed T=1

		Bus Type				Bus		Point to Point		point to point

		Max Throughput (Spec)				12Mbps / 1,5Mbps		20Mbps

		Internal Clock				48MHz		-		-

		Clock Scalability				No		Very Good, 1:1		Very Good, 1:1 max

		Complexity		Gate Count		15K (Func), 30K (Master)		<2K		<2K

				Die Size 0,35		1,5mm²

				Die Size 0,2		0,5mm²

		Protocol Complexity				High		Low		Low

		Protocol Specification				Done		to be done		Done

		Control Signals				2x differential data		CLK, CMD, DATA		DATA

		Additionnal Pads				1 clock, 2x data		CLK, CMD		No

		Power Consumption				High		Std		Std

		Concerns				Internal Clock Stability
Efficiency (clock/throughput)
Power Consumption
Additionnal Pads		Software Protocol not defined		Terminal Clock to be synchronized with data for 1:1 clock/data rate





Feuil2

		





Feuil3
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perfbruteISO

		1		11.0107526882

		2		22.0215053763

		4		44.0430107527

		8		88.0860215054

		16		176.1720430108

		32		352.3440860215



FI=0001

FI=0xxx, FI/=0001

DI

Baudrate (kb/s)

performance brute ISO7816

13.7634408602

27.5268817204

55.0537634409

110.1075268817

220.2150537634

440.4301075269



perfbruteISO1

		12

		20



FI=1xxx, DI=1xxx

DI

Baudrate (kb/s)

Performance BRUTE ISO7816 pour FI=1xxx, DI=1xxx

120

200



real perf ISO

		1		9.1756272401

		2		18.3512544803

		4		36.7025089606

		8		73.4050179211

		16		146.8100358423

		32		293.6200716846



F=0xxx, F/=0001

F=0001

DI

net bandwidth

net bandwidth in T=0 protocol
 (includes CLA,INS,P1,P2,P3, SW1,SW2,DATA)

7.3405017921

14.6810035842

29.3620071685

58.7240143369

117.4480286738

234.8960573477



real perf ISO1

		12

		20



F=1xxx, D=1xxx

DI

net bandwidth

net bandwidth in T=0 protocol
 (includes CLA,INS,P1,P2,P3,SW1,SW2) for F=1xxx, D=1xxx

80

133.3333333333



T=1 net bandwidth

		1		8.0078201369

		2		16.0156402737

		4		32.0312805474

		8		64.0625610948

		16		128.1251221896

		32		256.2502443793



FI=0001

FI=0xxx, FI/=0001

DI

Net bandwidth

T=1 net bandwidth

10.0097751711

20.0195503421

40.0391006843

80.0782013685

160.156402737

320.3128054741



t=1 real bandwidth

		1		7.6250658473

		2		15.2501316945

		4		30.5002633891

		8		61.0005267782

		16		122.0010535564

		32		244.0021071128



FI=0001

FI=0xxx, FI/=0001

DI

Real bandwidth

T=1 real bandwidth

9.5313323091

19.0626646182

38.1253292364

76.2506584727

152.5013169455

305.002633891



Feuil1

				0000b		0001b		0010b		0011b		0100b		0101b		0110b		0111b		kb/s		max FI=0001b		T=0 net bandwidth		T=0 net bandwidth FI=0001		T=1 net bandwidth		T=1 net bandwidth FI=0001		T=1 real bandwidth		T=1 real bandwidth FI=0001

				372		372		558		744		1116		1488		1860

		1		93		74.4		93		93		93		93		93				11.011		13.763		7.341		9.176		8.008		10.010		7.625		9.531

		2		46.5		37.2		46.5		46.5		46.5		46.5		46.5				22.022		27.527		14.681		18.351		16.016		20.020		15.250		19.063

		4		23.25		18.6		23.25		23.25		23.25		23.25		23.25				44.043		55.054		29.362		36.703		32.031		40.039		30.500		38.125

		8		11.625		9.3		11.625		11.625		11.625		11.625		11.625				88.086		110.108		58.724		73.405		64.063		80.078		61.001		76.251

		16		5.8125		4.65		5.8125		5.8125		5.8125		5.8125		5.8125				176.172		220.215		117.448		146.810		128.125		160.156		122.001		152.501

		32		2.90625		2.325		2.90625		2.90625		2.90625		2.90625		2.90625				352.344		440.430		234.896		293.620		256.250		320.313		244.002		305.003

																				4000								2909.091				2770.043

				1001b		1010b		1011b		1100b		1101b

				512		768		1024		1536		2048

		12		8.5333333333		8.5333333333		8.5333333333		8.5333333333		8.5333333333								120		80.000

		20		5.12		5.12		5.12		5.12		5.12								200		133.333

		T=0 Net bandwidth = overhead excluded (1start, 1 parity, 2 guardtime min)

		T=1 Net bandwidth = overhead excluded (1start, 1 parity, 1 guardtime min)

		T=1 real bandwidth = net bandwidth - protocol overhead (Block overhead(5) + guarding time(11/8) + Data overhead(5))
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Low speed graph
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control transfer

interrupt transfer

data payload size

limited bandwidth (Mbit/s)

low speed
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Full Speed graph

		1		1		1		1

		2		2		2		2

		4		4		4		4

		8		8		8		8

		16		16		16		16

		32		32		32		32

		64		64		64		64

		128		128		128		128

		256		256		256		256

		512		512		512		512

		1023		1023		1023		1023



control transfer

isochronous transfer

interrupt transfer

Bulk transfer

data payload size (bytes)

limited bandwidth (Mbits/s)

Full Speed

0.25
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High Speed graph

		1		1		1		1

		2		2		2		2

		4		4		4		4

		8		8		8		8

		16		16		16		16

		32		32		32		32

		64		64		64		64

		128		128		128		128

		256		256		256		256

		512		512		512		512

		1024		1024		1024		1024

		2048		2048		2048		2048

		3072		3072		3072		3072



control transfer

isochronous transfer

Interrupt transfer

Bulk transfer

data payload size (Bytes)

limited bandwidth (Mbits/s)

High Speed

2.6875

9.5625

6.6875

8.3125

5.25

18.75

13.125

16.375
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35.5

25.25

31.75

20.5
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200

252

288

256

320

320

304

384

320

320

416

320

320

256

256

192
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Control  LS

		Data payload size		max bandwidth (Bytes/s)		frame bandwidth per transfer		max transfers		Bytes remaining		Bytes/frame useful data		limited bandwidth (Mbit/s)

		1		3000		26%		3		40		3		0.0234

		2		6000		27%		3		37		6		0.0469

		4		12000		28%		3		31		12		0.0938

		8		24000		30%		3		19		24		0.1875





Control  FS 

		Data payload size		max bandwidth (Bytes/s)		frame bandwidth per transfer		max transfers		Bytes remaining		Bytes/frame useful data		limited bandwidth (Mbit/s)

		1		32000		3%		32		23		32		0.25

		2		62000		3%		31		43		62		0.48

		4		120000		3%		30		30		120		0.94

		8		224000		4%		28		16		224		1.75

		16		384000		4%		24		36		384		3.00

		32		608000		5%		19		37		608		4.75

		64		832000		7%		13		83		832		6.50





Control  HS 

		Data payload size		max bandwidth (Bytes/s)		frame bandwidth per transfer		max transfers		Bytes remaining		Bytes/frame useful data		limited bandwidth (Mbit/s)

		1		344000		2%		43		18		43		2.69

		2		672000		2%		42		150		84		5.25

		4		1344000		2%		42		66		168		10.50

		8		2624000		2%		41		79		328		20.50

		16		4992000		3%		39		129		624		39.00

		32		9216000		3%		36		120		1152		72.00

		64		15872000		3%		31		153		1984		124.00





Isochronous  FS

		Data payload size		max bandwidth (Bytes/s)		frame bandwidth per transfer		max transfers		Bytes remaining		Bytes/frame useful data		max transfers (lim 90%)		limited bandwidth (Mbit/s)

		1		150000		1%		150		0		150		135		1.05

		2		272000		1%		136		4		272		122		1.91

		4		460000		1%		115		5		460		103		3.22

		8		704000		1%		88		4		704		79		4.94

		16		960000		2%		60		0		960		54		6.75

		32		1152000		3%		36		24		1152		32		8.00

		64		1280000		5%		20		40		1280		18		9.00

		128		1280000		9%		10		130		1280		9		9.00

		256		1280000		18%		5		175		1280		5		10.00

		512		1024000		35%		2		458		1024		2		8.00

		1023		1023000		69%		1		468		1023		1		7.99





Isochronous  HS

		Data payload size		max bandwidth (Bytes/s)		frame bandwidth per transfer		max transfers		Bytes remaining		Bytes/frame useful data		max transfers (lim 80%)		limited bandwidth (Mbit/s)

		1		1536000		1%		192		2		192		153		9.56

		2		2992000		1%		187		20		374		150		18.75

		4		5696000		1%		178		24		712		142		35.50

		8		10432000		1%		163		2		1304		130		65.00

		16		17664000		1%		138		48		2208		111		111.00

		32		27392000		1%		107		10		3424		85		170.00

		64		37376000		1%		73		54		4672		58		232.00

		128		46080000		2%		45		30		5760		36		288.00

		256		51200000		4%		25		150		6400		20		320.00

		512		53248000		7%		13		350		6656		10		320.00

		1024		57344000		14%		7		66		7168		5		320.00

		2048		49152000		28%		3		1242		6144		2		256.00

		3072		49152000		41%		2		1280		6144		1		192.00





Interrupt  LS 

		Data payload size		max bandwidth (Bytes/s)		frame bandwidth per transfer		max transfers		Bytes remaining		Bytes/frame useful data		max transfers (lim 90%)		limited bandwidth (Mbit/s)

		1		9000		11%		9		7		9		8		0.0625

		2		16000		11%		8		19		16		8		0.1250

		4		32000		12%		8		3		32		7		0.2188

		8		48000		14%		6		25		48		6		0.3750





Interrupt  FS

		Data payload size		max bandwidth (Bytes/s)		frame bandwidth per transfer		max transfers		Bytes remaining		Bytes/frame useful data		max transfers (lim 90%)		limited bandwidth (Mbit/s)

		1		107000		1%		107		2		107		96		0.75

		2		200000		1%		100		0		200		90		1.41

		4		352000		1%		88		4		352		79		2.47

		8		568000		1%		71		9		568		64		4.00

		16		816000		2%		51		21		816		46		5.75

		32		1056000		3%		33		15		1056		30		7.50

		64		1216000		5%		19		37		1216		17		8.50





Interrupt  HS

		Data payload size		max bandwidth (Bytes/s)		frame bandwidth per transfer		max transfers		Bytes remaining		Bytes/frame useful data		max transfers (lim 80%)		limited bandwidth (Mbit/s)

		1		1064000		1%		133		52		133		107		6.69

		2		2096000		1%		131		33		262		105		13.13

		4		4064000		1%		127		7		508		101		25.25

		8		7616000		1%		119		3		952		95		47.50

		16		13440000		1%		105		45		1680		84		84.00

		32		22016000		1%		86		18		2752		68		136.00

		64		32256000		2%		63		3		4032		50		200.00

		128		40960000		2%		40		180		5120		32		256.00

		256		49152000		4%		24		36		6144		19		304.00

		512		53248000		8%		13		129		6656		10		320.00

		1024		49152000		14%		6		1026		6144		5		320.00

		2048		49152000		28%		3		1191		6144		2		256.00

		3072		49152000		42%		2		1246		6144		1		192.00





Bulk  FS

		Data payload size		max bandwidth (Bytes/s)		frame bandwidth per transfer		max transfers		Bytes remaining		Bytes/frame useful data		limited bandwidth (Mbit/s)

		1		107000		1%		107		2		107		0.84

		2		200000		1%		100		0		200		1.56

		4		352000		1%		88		4		352		2.75

		8		568000		1%		71		9		568		4.44

		16		816000		2%		51		21		816		6.38

		32		1056000		3%		33		15		1056		8.25

		64		1216000		5%		19		37		1216		9.50





Bulk  HS

		Data payload size		max bandwidth (Bytes/s)		frame bandwidth per transfer		max transfers		Bytes remaining		Bytes/frame useful data		limited bandwidth (Mbit/s)

		1		1064000		1%		133		52		133		8.31

		2		2096000		1%		131		33		262		16.38

		4		4064000		1%		127		7		508		31.75

		8		7616000		1%		119		3		952		59.50

		16		13440000		1%		105		45		1680		105.00

		32		22016000		1%		86		18		2752		172.00

		64		32256000		2%		63		3		4032		252.00

		128		40960000		2%		40		180		5120		320.00

		256		49152000		4%		24		36		6144		384.00

		512		53248000		8%		13		129		6656		416.00
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Control  LS

		Data payload size		max bandwidth (Bytes/s)		frame bandwidth per transfer		max transfers		Bytes remaining		Bytes/frame useful data		limited bandwidth (Mbit/s)

		1		3000		26%		3		40		3		0.0234

		2		6000		27%		3		37		6		0.0469

		4		12000		28%		3		31		12		0.0938

		8		24000		30%		3		19		24		0.1875





Control  FS 

		Data payload size		max bandwidth (Bytes/s)		frame bandwidth per transfer		max transfers		Bytes remaining		Bytes/frame useful data		limited bandwidth (Mbit/s)

		1		32000		3%		32		23		32		0.25

		2		62000		3%		31		43		62		0.48

		4		120000		3%		30		30		120		0.94

		8		224000		4%		28		16		224		1.75

		16		384000		4%		24		36		384		3.00

		32		608000		5%		19		37		608		4.75

		64		832000		7%		13		83		832		6.50





Control  HS 

		Data payload size		max bandwidth (Bytes/s)		frame bandwidth per transfer		max transfers		Bytes remaining		Bytes/frame useful data		limited bandwidth (Mbit/s)

		1		344000		2%		43		18		43		2.69

		2		672000		2%		42		150		84		5.25

		4		1344000		2%		42		66		168		10.50

		8		2624000		2%		41		79		328		20.50

		16		4992000		3%		39		129		624		39.00

		32		9216000		3%		36		120		1152		72.00

		64		15872000		3%		31		153		1984		124.00





Isochronous  FS

		Data payload size		max bandwidth (Bytes/s)		frame bandwidth per transfer		max transfers		Bytes remaining		Bytes/frame useful data		max transfers (lim 90%)		limited bandwidth (Mbit/s)

		1		150000		1%		150		0		150		135		1.05

		2		272000		1%		136		4		272		122		1.91

		4		460000		1%		115		5		460		103		3.22

		8		704000		1%		88		4		704		79		4.94

		16		960000		2%		60		0		960		54		6.75

		32		1152000		3%		36		24		1152		32		8.00

		64		1280000		5%		20		40		1280		18		9.00

		128		1280000		9%		10		130		1280		9		9.00

		256		1280000		18%		5		175		1280		5		10.00

		512		1024000		35%		2		458		1024		2		8.00

		1023		1023000		69%		1		468		1023		1		7.99





Isochronous  HS

		Data payload size		max bandwidth (Bytes/s)		frame bandwidth per transfer		max transfers		Bytes remaining		Bytes/frame useful data		max transfers (lim 80%)		limited bandwidth (Mbit/s)

		1		1536000		1%		192		2		192		153		9.56

		2		2992000		1%		187		20		374		150		18.75

		4		5696000		1%		178		24		712		142		35.50

		8		10432000		1%		163		2		1304		130		65.00

		16		17664000		1%		138		48		2208		111		111.00

		32		27392000		1%		107		10		3424		85		170.00

		64		37376000		1%		73		54		4672		58		232.00

		128		46080000		2%		45		30		5760		36		288.00

		256		51200000		4%		25		150		6400		20		320.00

		512		53248000		7%		13		350		6656		10		320.00

		1024		57344000		14%		7		66		7168		5		320.00

		2048		49152000		28%		3		1242		6144		2		256.00

		3072		49152000		41%		2		1280		6144		1		192.00





Interrupt  LS 

		Data payload size		max bandwidth (Bytes/s)		frame bandwidth per transfer		max transfers		Bytes remaining		Bytes/frame useful data		max transfers (lim 90%)		limited bandwidth (Mbit/s)

		1		9000		11%		9		7		9		8		0.0625

		2		16000		11%		8		19		16		8		0.1250

		4		32000		12%		8		3		32		7		0.2188

		8		48000		14%		6		25		48		6		0.3750





Interrupt  FS

		Data payload size		max bandwidth (Bytes/s)		frame bandwidth per transfer		max transfers		Bytes remaining		Bytes/frame useful data		max transfers (lim 90%)		limited bandwidth (Mbit/s)

		1		107000		1%		107		2		107		96		0.75

		2		200000		1%		100		0		200		90		1.41

		4		352000		1%		88		4		352		79		2.47

		8		568000		1%		71		9		568		64		4.00

		16		816000		2%		51		21		816		46		5.75

		32		1056000		3%		33		15		1056		30		7.50

		64		1216000		5%		19		37		1216		17		8.50





Interrupt  HS

		Data payload size		max bandwidth (Bytes/s)		frame bandwidth per transfer		max transfers		Bytes remaining		Bytes/frame useful data		max transfers (lim 80%)		limited bandwidth (Mbit/s)

		1		1064000		1%		133		52		133		107		6.69

		2		2096000		1%		131		33		262		105		13.13

		4		4064000		1%		127		7		508		101		25.25

		8		7616000		1%		119		3		952		95		47.50

		16		13440000		1%		105		45		1680		84		84.00

		32		22016000		1%		86		18		2752		68		136.00

		64		32256000		2%		63		3		4032		50		200.00

		128		40960000		2%		40		180		5120		32		256.00

		256		49152000		4%		24		36		6144		19		304.00

		512		53248000		8%		13		129		6656		10		320.00

		1024		49152000		14%		6		1026		6144		5		320.00

		2048		49152000		28%		3		1191		6144		2		256.00

		3072		49152000		42%		2		1246		6144		1		192.00





Bulk  FS

		Data payload size		max bandwidth (Bytes/s)		frame bandwidth per transfer		max transfers		Bytes remaining		Bytes/frame useful data		limited bandwidth (Mbit/s)

		1		107000		1%		107		2		107		0.84

		2		200000		1%		100		0		200		1.56

		4		352000		1%		88		4		352		2.75

		8		568000		1%		71		9		568		4.44

		16		816000		2%		51		21		816		6.38

		32		1056000		3%		33		15		1056		8.25

		64		1216000		5%		19		37		1216		9.50





Bulk  HS

		Data payload size		max bandwidth (Bytes/s)		frame bandwidth per transfer		max transfers		Bytes remaining		Bytes/frame useful data		limited bandwidth (Mbit/s)

		1		1064000		1%		133		52		133		8.31

		2		2096000		1%		131		33		262		16.38

		4		4064000		1%		127		7		508		31.75

		8		7616000		1%		119		3		952		59.50

		16		13440000		1%		105		45		1680		105.00

		32		22016000		1%		86		18		2752		172.00

		64		32256000		2%		63		3		4032		252.00

		128		40960000		2%		40		180		5120		320.00

		256		49152000		4%		24		36		6144		384.00

		512		53248000		8%		13		129		6656		416.00
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Feuil1

				0000b		0001b		0010b		0011b		0100b		0101b		0110b		0111b		kb/s		max FI=0001b		T=0 net bandwidth		T=0 net bandwidth FI=0001		T=1 net bandwidth		T=1 net bandwidth FI=0001		T=1 real bandwidth		T=1 real bandwidth FI=0001

				372		372		558		744		1116		1488		1860

		1		93		74.4		93		93		93		93		93				11.011		13.763		7.341		9.176		8.008		10.010		7.625		9.531

		2		46.5		37.2		46.5		46.5		46.5		46.5		46.5				22.022		27.527		14.681		18.351		16.016		20.020		15.250		19.063

		4		23.25		18.6		23.25		23.25		23.25		23.25		23.25				44.043		55.054		29.362		36.703		32.031		40.039		30.500		38.125

		8		11.625		9.3		11.625		11.625		11.625		11.625		11.625				88.086		110.108		58.724		73.405		64.063		80.078		61.001		76.251

		16		5.8125		4.65		5.8125		5.8125		5.8125		5.8125		5.8125				176.172		220.215		117.448		146.810		128.125		160.156		122.001		152.501

		32		2.90625		2.325		2.90625		2.90625		2.90625		2.90625		2.90625				352.344		440.430		234.896		293.620		256.250		320.313		244.002		305.003

																				4000								2909.091				2770.043

				1001b		1010b		1011b		1100b		1101b

				512		768		1024		1536		2048

		12		8.5333333333		8.5333333333		8.5333333333		8.5333333333		8.5333333333								120		80.000

		20		5.12		5.12		5.12		5.12		5.12								200		133.333

		T=0 Net bandwidth = overhead excluded (1start, 1 parity, 2 guardtime min)

		T=1 Net bandwidth = overhead excluded (1start, 1 parity, 1 guardtime min)

		T=1 real bandwidth = net bandwidth - protocol overhead (Block overhead(5) + guarding time(11/8) + Data overhead(5))
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t=1 real bandwidth
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Feuil1

				0000b		0001b		0010b		0011b		0100b		0101b		0110b		0111b		kb/s		max FI=0001b		T=0 net bandwidth		T=0 net bandwidth FI=0001		T=1 net bandwidth		T=1 net bandwidth FI=0001		T=1 real bandwidth		T=1 real bandwidth FI=0001

				372		372		558		744		1116		1488		1860

		1		93		74.4		93		93		93		93		93				11.011		13.763		7.341		9.176		8.008		10.010		7.625		9.531

		2		46.5		37.2		46.5		46.5		46.5		46.5		46.5				22.022		27.527		14.681		18.351		16.016		20.020		15.250		19.063

		4		23.25		18.6		23.25		23.25		23.25		23.25		23.25				44.043		55.054		29.362		36.703		32.031		40.039		30.500		38.125

		8		11.625		9.3		11.625		11.625		11.625		11.625		11.625				88.086		110.108		58.724		73.405		64.063		80.078		61.001		76.251

		16		5.8125		4.65		5.8125		5.8125		5.8125		5.8125		5.8125				176.172		220.215		117.448		146.810		128.125		160.156		122.001		152.501

		32		2.90625		2.325		2.90625		2.90625		2.90625		2.90625		2.90625				352.344		440.430		234.896		293.620		256.250		320.313		244.002		305.003

																				4000								2909.091				2770.043

				1001b		1010b		1011b		1100b		1101b

				512		768		1024		1536		2048

		12		8.5333333333		8.5333333333		8.5333333333		8.5333333333		8.5333333333								120		80.000

		20		5.12		5.12		5.12		5.12		5.12								200		133.333

		T=0 Net bandwidth = overhead excluded (1start, 1 parity, 2 guardtime min)

		T=1 Net bandwidth = overhead excluded (1start, 1 parity, 1 guardtime min)

		T=1 real bandwidth = net bandwidth - protocol overhead (Block overhead(5) + guarding time(11/8) + Data overhead(5))
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Feuil1

				0000b		0001b		0010b		0011b		0100b		0101b		0110b		0111b		kb/s		max FI=0001b		T=0 net bandwidth		T=0 net bandwidth FI=0001		T=1 net bandwidth		T=1 net bandwidth FI=0001		T=1 real bandwidth		T=1 real bandwidth FI=0001

				372		372		558		744		1116		1488		1860

		1		93		74.4		93		93		93		93		93				11.011		13.763		7.341		9.176		8.008		10.010		7.625		9.531

		2		46.5		37.2		46.5		46.5		46.5		46.5		46.5				22.022		27.527		14.681		18.351		16.016		20.020		15.250		19.063

		4		23.25		18.6		23.25		23.25		23.25		23.25		23.25				44.043		55.054		29.362		36.703		32.031		40.039		30.500		38.125

		8		11.625		9.3		11.625		11.625		11.625		11.625		11.625				88.086		110.108		58.724		73.405		64.063		80.078		61.001		76.251

		16		5.8125		4.65		5.8125		5.8125		5.8125		5.8125		5.8125				176.172		220.215		117.448		146.810		128.125		160.156		122.001		152.501

		32		2.90625		2.325		2.90625		2.90625		2.90625		2.90625		2.90625				352.344		440.430		234.896		293.620		256.250		320.313		244.002		305.003

																				4000								2909.091				2770.043

				1001b		1010b		1011b		1100b		1101b

				512		768		1024		1536		2048

		12		8.5333333333		8.5333333333		8.5333333333		8.5333333333		8.5333333333								120		80.000

		20		5.12		5.12		5.12		5.12		5.12								200		133.333

		T=0 Net bandwidth = overhead excluded (1start, 1 parity, 2 guardtime min)

		T=1 Net bandwidth = overhead excluded (1start, 1 parity, 1 guardtime min)

		T=1 real bandwidth = net bandwidth - protocol overhead (Block overhead(5) + guarding time(11/8) + Data overhead(5))
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Fig 2: USB contacts with GSM and ISO compliance







Fig 1: GSM and ISO contacts
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