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1. Introduction
This pCR proposes to put forward a new solution for KI#5 and KI#2.
2. Reason for Change
As indicated in clause 6.38 of TS 22.261[2], the following requirements that describes the service continuity will be studied in this TR phase and reflect in this key issues 2: 

-
The 5G system shall be able to minimize service disruption when a PIN Element changes the communication path from one PIN Element (e.g. PIN Element with Gateway Capability) to another PIN Element or operator provided mobile access. The communication path between PIN Elements may include licensed and unlicensed spectrum as well as 3GPP and non-3GPP access.
For a certain PINE, it has the four communication type for the PINE: 

-
the PINE has direct communication with other PINE via Bluetooth or Wi-Fi
-
the PINE has communication with other PINE via PEGC
-
the PINE has communication with other PINE via PEGC and by means of the 5GS
-
the PINE has communication with other PINE via PEGC and by means of the PIN server
Except the direct commmunication, other type of communication are the enhanced mechanism in PIN. 
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Figure 2-1: Communication type for PINE
For scenario 1, the PEMC communicates with the PINE via PEGC. And the PEMC and PEGC has the same private IP range and the PEGC can easily route the information to PINE under the same PEGC. 

For scenario 2, the PEMC communicates with the PINE via two PEGCs. The PINE and PEMC are not under the same PEGC, and the PEMC should communicate with the PINE with the help of 5GS as indicated in the KI#2. The two PEGCs act as the 5G-LAN communication. 

For scenario 3, as the default communication, the PEMC communicates with the PINE via PIN server. The PIN server supports both the user plane and control plane interactions. 

The PINE can have communication to PINE internal PIN, PINE out of PIN. There are also several communication scenarios in PIN for PINE causing the service continuity: 

-
The PINE 1 has direct communication with PEMC/PINE 2, and the PEMC/PINE 2 move away and direct communication is disabled. 
-
The PINE 1 has indirect communication with PEMC/PINE 2 by means of 5GS or PIN server, and the PEMC/PINE 2 move into a PIN and under the same PEGC as PINE 1.
-
The PINE 1 has direct communication with PEMC/PINE 2, and the PEMC/PINE 2 move into another PIN and under the different PEGC as PINE 1. The direct communication is disabled. 
-
The PINE 1 has communication via PEGC with application server, and PINE move out of coverage of PEGC. The indirect communication is disabled and the PINE should have another communication with application server. 
In this solution, it mainly solve the service continuity above to change the communication type, if needed. 
3. Conclusions

N/A
4. Proposal

It is proposed to agree the following changes to 3GPP TR 23.700-78 v 0.4.0.
* * * First Change, all new text * * * *

7.X
Solution #Y: Service continuity
7.X.1
Architecture enhancements
The architecture of PIN is referred to the solution 1 in clause 7. 

7.X.2
Solution description

7.X.2.1
General

This solution addresses aspects of Key Issue #5 and some of Key Issue #2. 
As indicated in clause 6.38 of TS 22.261[2], the following requirements that describes the service continuity will be studied in this TR phase and reflect in this key issues 2: 

-
The 5G system shall be able to minimize service disruption when a PIN Element changes the communication path from one PIN Element (e.g. PIN Element with Gateway Capability) to another PIN Element or operator provided mobile access. The communication path between PIN Elements may include licensed and unlicensed spectrum as well as 3GPP and non-3GPP access.
In PIN architecture, there are four potential communication type for PINE/PEMC or other elements: 

-
the PINE has direct communication with other PINE via Bluetooth or Wi-Fi
-
the PINE has communication with other PINE via PEGC (scenario 1)
-
the PINE has communication with other PINE via PEGC and by means of the 5GS (scenario 2)
-
the PINE has communication with other PINE via PEGC and by means of the PIN server (scenario 3)
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Figure 2-1: Communication type for PINE
For scenario 1, the PEMC communicates with the PINE via PEGC. And the PEMC and PEGC has the same private IP range and the PEGC can easily route the information to PINE under the same PEGC. 

For scenario 2, the PEMC communicates with the PINE via two PEGCs. The PINE and PEMC are not under the same PEGC, and the PEMC should communicate with the PINE with the help of 5GS as indicated in the KI#2. The two PEGCs act as the 5G-LAN communication. 

For scenario 3, as the default communication, the PEMC communicates with the PINE via PIN server. The PIN server supports both the user plane and control plane interactions. 

The PINE can have communication to PINE internal PIN, PINE out of PIN. There are also several communication scenarios in PIN for PINE causing the service continuity: 

-
The PINE 1 has direct communication with PEMC/PINE 2, and the PEMC/PINE 2 move away and direct communication is disabled. 
-
The PINE 1 has indirect communication with PEMC/PINE 2 by means of 5GS or PIN server, and the PEMC/PINE 2 move into a PIN and under the same PEGC as PINE 1.
-
The PINE 1 has direct communication with PEMC/PINE 2, and the PEMC/PINE 2 move into another PIN and under the different PEGC as PINE 1. The direct communication is disabled. 
-
The PINE 1 has communication via PEGC with application server, and PINE move out of coverage of PEGC. The indirect communication is disabled and the PINE should have another communication with application server. 
Editor’s note: How to support service continuity towards application server is FFS. 
7.X.2.2
Procedures to support service continuity 
7.X.2.2.1
Change application layer communication to communication via PEGC
This procedure solves the situation, that PINE A has application layer communication with PINE B, and the PINE A moves into a PIN and join in the PIN. The PINE B is also the element in this PIN. The PINE A can have the communication via PEGC. 
Figure 7.X.2.2.1-1 illustrates the service continuity to change the application layer communication to communication via PEGC based on request/response model.
Pre-conditions:

1.
The PEMC in a PIN has been pre-configured or has discovered the address (e.g. IP address, FQDN, URI) of the PIN server;

2.
The PIN has already been created and a PIN ID is distributed by PIN server;

3.
The PEMC has been authorized to communicate with the PIN server;

4.
The PINE B is the element in PIN and the PINE A can also join the PIN;
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Figure 7.X.2.2.1-1: Change direct communication to communication via PEGC
0.
The PINE A has application layer communication with PINE B, for example, via 5GS or PIN server. 
1.
The PINE A moves into the area of PEGC, and the PINE connects to PEGC by the username and password which is indicated in solution 2. The PINE A only has the access into the PEGC. 

2.
The PINE A triggers the PIN discovery procedure and join the PIN. This reuses the same procedure in solution #5. 
3.
The PINE A receives the IP address from PEMC or PIN server. The PINE A can have a PIN information discovery procedure to receive the related information of elements in PIN. And the PINE A finds the PINE B also in the same PIN and receive the IP address of PINE B. 
4.
The PINE A sends request to PEMC to have connection to PINE B in the PIN. 

5.
The PEMC may check or update the route information of PINE B from PIN server. The PIN server may deliver the updated route information of PINE to PEMC. If the PINE A and PINE B are under the same PEGC, the PIN server provides the information of PEGC ID or others that the PINE A can have the communication with PINE B via the PEGC. 

6.
The PEMC configures the route information to PEGC. 

7.
The PINE A receives the response from PEMC. 

8.
The PINE A communicates with PINE B via PEGC. And the original commutation between PINE A and PINE B can be released by PINE A. 
7.X.2.2.2
Change application layer communication to communication via PEGC + 5GS
This procedure solves the situation, that PINE A has application layer communication with PINE B, and the PINE A moves into a PIN and join in the PIN. The PINE B can be routable by PEGC in PIN + 5GS. 
Figure 7.X.2.2.2-1 illustrates the service continuity to change application layer communication to communication via PEGC + 5GS based on request/response model.
Pre-conditions:

1.
The PEMC in a PIN has been pre-configured or has discovered the address (e.g. IP address, FQDN, URI) of the PIN server;

2.
The PIN has already been created and a PIN ID is distributed by PIN server;

3.
The PEMC has been authorized to communicate with the PIN server;

4.
The PINE A has the subscription that can communicate with PINE B via 5GS;
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Figure 7.X.2.2.2-1: Change application layer communication to communication via PEGC + 5GS
0.
The PINE A has application layer communication with PINE B, for example, via 5GS or PIN server. 
1.
The PINE A moves into the area of PEGC, and the PINE connects to PEGC by the username and password which is indicated in solution 2. The PINE A only has the access into the PEGC. 

2.
The PINE A triggers the PIN discovery procedure and join the PIN. This reuses the same procedure in solution #5. 

3.
The PINE A sends request to PEMC to have connection to PINE B out of the PIN. The PINE B IP address is included.
4.
The PEMC may check or update the route information of PINE B from PIN server. The PIN server may deliver the updated route information of PINE to PEMC. Due to the PINE A and PINE B are not in the same PIN, so communication directly via PEGC is disabled. 
5.
The PIN server checks whether the PINE A has the subscription to communicate via 5GS. And if yes, the PIN server triggers to establish the PDU session for PINE A to connect to PINE B according to the solution related to KI#2. 
6a.
The PIN server replies to PEMC that the PINE B is not routable by 5GS. 

6b.
PINE B is routable by 5GS and PIN server delivers the route information to PEMC.
7.
The PEMC configures the route information to PEGC. 
8.
The PINE A receives the response from PEMC. 

9a.
The PINE A still communicates with PINE B via original mechanism. 

9b.
The PINE A communicates with PINE B via PEGC + 5GS. And the original commutation between PINE A and PINE B can be released by PINE A. 

7.X.2.2.3
Change application layer communication to communication via L2 relay
This procedure solves the situation, that PINE A has application layer communication with PINE B, and the PINE A moves into a PIN and join in the PIN. The PINE B is in the same PIN but under the different PEGC compared to PINE A. And the PINB can be routable via L2 relay mechanism between two PEGCs. 
Figure 7.X.2.2.3-1 illustrates the service continuity to change application layer communication to communication via L2 relay based on request/response model.
Pre-conditions:

1.
The PEMC in a PIN has been pre-configured or has discovered the address (e.g. IP address, FQDN, URI) of the PIN server;

2.
The PIN has already been created and a PIN ID is distributed by PIN server;

3.
The PEMC has been authorized to communicate with the PIN server;

4.
The PINE A and PINE B in the same PIN but under the different PEGC;
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Figure 7.X.2.2.3-1: Change application layer communication to communication via L2 relay
0.
The PINE A has application layer communication with PINE B, for example, via 5GS or PIN server. 
1.
The PINE A moves into the area of PEGC, and the PINE connects to PEGC by the username and password which is indicated in solution 2. The PINE A only has the access into the PEGC. 

2.
The PINE A triggers the PIN discovery procedure and join the PIN. This reuses the same procedure in solution #5. 

3.
The PINE A sends request to PEMC to have connection to PINE B. The PINE B IP address is included. Also, the PINE A receives the IP address from PEMC or PIN server. The PINE A can have a PIN information discovery procedure to receive the related information of elements in PIN. And the PINE A finds the PINE B also in the same PIN and receive the IP address of PINE B.
4.
The PEMC may check or update the route information of PINE B from PIN server. The PIN server may deliver the updated route information of PINE to PEMC. Due to the PINE A and PINE B are in the same PIN but under the different PEGCs, the PIN server derives the L2 relay route information to PEGC 1. 

5.
The PEMC configures the route information to PEGC 1 and the communication towards PINE B can be accomplished via PEGC 1+ PEGC 2 that layer 2 relay. 
6.
The PINE A receives the response from PEMC. 

7.
The PINE A communicates with PINE B via PEGC1 + PEGC 2. And the original commutation between PINE A and PINE B can be released by PINE A. 

* * * End of Change * * * *
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