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1. Introduction

This paper proposes the deployment models for NSCE.

2. Reason for Change

The NSCE services have different deployment models in the scenarios regarding to the EDGE and NPN. This proposal describes examples of deployment models with respect to different deployment scenarios.
Also, the NSCE server should support the centralized and distributed deployment; the NSCE server(s) will have different deployment models and different relation with VAL server and 3GPP system. This proposal also describes examples of deployment models of NSCE server(s) in relation to VAL server and 3GPP system.

 3. Conclusions

<Conclusion part (optional)>
4. Proposal

It is proposed to agree the following changes to 3GPP TR 23.700-99 v 0.5.0.
* * * First Change * * * *

4.3
Cardinality rules

4.3.1
General

The cardinality rules are applied to the architecture specified in clause 4.2. The cardinality rules are based on functional elements. The functional elements cardinality specifies the multiplicity of the functional elements that can exist as per the architecture. 

4.3.2
Functional Entity Cardinality

4.3.2.1
VAL Client
The following cardinality rules apply for VAL Clients:

a)
one or more VAL Clients may be located in a UE.

4.3.2.2
NSCE Client
The following cardinality rules apply for NSCE Clients:

a)
One or more NSCE Client(s) may be located in a UE.

4.3.2.3
NSCE Server
The following cardinality rules apply for NSCE Server:

a)
One or more NSCE Server(s) may be located in an PLMN; and

b)
One or more NSCE Server(s) may be located in an PLMN per NSCE Provider.

4.3.2.6
VAL-Server
The following cardinality rules apply for VAL-Servers:

a)
One or more VAL-Server(s) may be located in an DN.

4.3.3
Service Cardinality

a)
One NSCE server can enable one or more Network slice(s) identified by S-NSSAI(s);

b)
One Network slice can only be enabled by one NSCE server.

c)
The NSCE servers can provide serivce in the same or in different Tracking Areas.
* * * Next Change * * * *

Annex.X
Deployment models 
X.1
Deployment scenarios 
X.1.1
Genaral 

The availability of a Network Slice in a TA is established end-to-end using a combination of OAM and signalling among network functions. It is derived by using the S-NSSAIs supported per TA in 5G-AN, the S-NSSAIs supported in the AMF and operator policies per TA in the NSSF.
In addition to SA2 and SA5 network slicing capabilities, the NSCE service provides application layer enablement to support the network slice management and control in the granularity of slice which is identified by S-NSSAI.
The NSCE service area is the area where the Network Slice Capability Enablement server owner provides its services. 
It may equal to the collection of coverage area of slices it can enable. 

The NSCE service area can be expressed as a Topological Service Area (e.g. a list of TA), a Geographical Service Area (e.g. Geographical coordinates) or both.  
NOTE:
The NSCE server service area is not smaller than the collection of slice(s) coverage area(s) the NSCE server can enable.
Editor’s Note:
the definition of slice coverage area should align with SA2, and the definition of the NSCE service area is FFS.

A network slice will have only one owner and one NSCE service provider. But the NSCE service provider and slice owner can be different, for example the slice owner is VAL, but the NSCE service provider is MNO.

Different NSCE service providers can not trigger the management/control capability for same slice. That is to say, One Network slice can only be enabled by one NSCE server.
This clause describes examples of deployment models with respect to different deployment scenarios as follows.
X.1.2
Centralized NSCE deployment 
Scenario 1 shows a fundamental deployment of NSCE server. With PLMN slice(s) covering the whole PLMN, the service area of NSCE server equal to the slice coverage area.

The network slice capability enablement service can be provided with the view of whole PLMN in this scenario, which can meet the requirement of operator or Vertical with national business.
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Figure X.1.2: Illustration of centralized NSCE deployment

X.1.3
Distributed NSCE deployment 
Scenario 2 shows the distributed deployment of NSCE server whose service is only available in a particular area (which can be a list of TA). 
There are two cases for the distributed NSCE deployment. One is NPN NSCE server deployment with dedicated network slice resource, another is provincial NSCE server.
X.1.3.1
NPN NSCE deployment 
This cases is valid if a geographical match between slice coverage area, NPN coverage area and NSCE service area is pre-configured. The matching can based on the TA list. The service area of the NSCE server and the NPN slice coverage area are equal to the area of the NPN in this case. The NSCE server is deployed in Non-public network to provide the network slice capabilities exposure application service based on the interaction with NPN-5GC and NPN-OAM. 
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Figure X.1.3.1: Illustration of NPN NSCE deployment

X.1.3.2
Provincial NSCE deployment 
This case is valid if a geographical match between slice coverage area and NSCE service area is pre-configured. The matching may be based on the TA list or Geographical coordinates. The NSCE server is deployed in province to provide the network slice capabilities exposure application service based on the interaction with provincial 5GC and provincial OAM. The NSCE server service area equal to the collection of coverage area of slices it can enable. Most provincial slices covers the whole province, so the service area of NSCE server in this case can be the whole province.
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Figure X.1.3.2 : Illustration of provincial NSCE deployment

X.1.4
Hierarchical NSCE deployment 
Scenario 3 shows the hierarchical deployment of NSCE server. In this scenario, both centralized NSCE server and distributed NSCE server exist. The centralized NSCE server can monitor the network slices enabled by multiple NSCE servers(if permitted), to provide a global view of network slices status. While the distributed NSCE server can meet differentiated network slice requirements(coverage area, latency, isolation etc.) from different vertical. But the hierarchical deployment can introduce some complexity in deployment.

The national slice is centralized NSCE deployed in the PLMN as illustrated in the X.1.2. The provincial NSCE server is distributed deployed as liiustrated in the X.1.3.2.
Provincial NSCE server can interact with its local 5GC and OAM systems but in some hierarchical deployments, access to the centralized 5GS can be restricted to a single NSCE server. 
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Figure X.1.4 : Illustration of hierarchical NSCE deployment








X.2
Deployment of NSCE server(s) in relation to VAL server and 3GPP system
To support the centralized/distributed, and hierarchical deployment, the NSCE server(s) will have different deployment models and different relation with VAL server and 3GPP system. This clause describes examples of deployment models of NSCE server(s) in relation to VAL server and 3GPP system.

Figure X.2-1 illustrates the centralized NSCE deployment. The NSCE server can be deployed in PLMN domain by MNO, or deployed in VAL service provider domain by vertical.
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Figure X.2-1: Illustration of centralized NSCE deployment

Figure X.2-2 illustrates the distributed NSCE deployment. The NSCE servers can be deployed in PLMN domain by MNO, deployed in VAL service provider domain by vertical, or deployed in different domain by different provider. The VAL server can communication with multiple NSCE servers via NSCE-S as long as other NSCE servers are discovered and accessible. Or, the VAL server can communicate with other NSCE servers via NSCE-E if needed.
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Figure X.2-2: Illustration of distributed NSCE deployment





* * * Next Change * * * *
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