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Decision/action requested

Discuss and approve on the text proposal.
2
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3
Rationale

This contribution proposes the detailed procedure of using a MME VNF to mitigate an overloaded MME PNF. This procedure focuses on the mixed networks where non-virtualized NE and virtualized NE are co-existed that is probably a more common scenario before NFV is fully deployed.

The proposal is to include these use cases intoTR 32.842 [1].
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Detailed proposal
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7
Potential solutions
7.3
Management procedures
7.3.x
MME overload mitigation by MME VNF procedure
MME load balancing and re-balancing functions (see section 4.3.7.2-3, in TS 23.401 [5]) are to insure that UE located in an MME Pool Area are directed to an appropriate MME in a manner that the UE – MME connections are evenly distributed among MME in the MME pool. Since the number of MME in the MME pool is static, a MME can be overloaded as the number of UE entering the networks keeps rising. MME overload control feature (see section 4.3.7.4, in TS 23.401 [5]) uses NAS signaling to reject NAS requests from UEs that can cause service degradation to subscribers. This procedure shows how MME (VNF) can be instantiated on demand, and UE connected to an overloaded MME (PNF) can be offloaded to the MME (VNF).  

1. NM receives the PM measurements (e.g. MME processor usage and S1-MME data volume, see 3GPP TS 32.426 [3]) of MME (PNF) from EM.
2. NM determines the MME (PNF) is overloaded from monitoring the PM measurements, and sends a request to NFVO to instantiate a new MME (VNF) (see step 1, in clause B.3.1.2 [2]).
3. NFVO calls the VNFM to instantiate the MME (VNF), and requests VIM to allocate the resources required by the VNF instance (see steps 4 – 12 in B.3.1.2 [2]).
4. After the successful resources allocation by VIM, VNFM configures the MME (VNF) with any VNF specific lifecycle parameters (see step 13, in clause B.3.1.2 [2]).
5. VNFM notifies EM of the new MME (VNF) (see step 13, in clause B.3.1.2 [2])
6. EM then configures the MME (VNF) with application specific parameters (see ste 14, in clause B.3.1.2 [2]).
7. VNFM acknowledges the completion of VNF instantiation back to NFVO (see steps 15 in clause B.3.1.2 [2]).

8. NFVO acknowledges the completion of the VNF instantiation to NM (see steps 16 in clause B.3.1.2 [2]).

9. NM configures EM by adding the new MME (VNF) to the MME pool

10. A higher weight factor (i.e Relative MME Capacity [4]) is assigned to MME (VNF) than MME (PNF) to enable UE to choose the MME (VNF) when UEs are to re-attach to the network.

11. MME (PNF) initiates offloading UEs to the MME (VNF) by doing the following (see clause 4.3.7.3 [5]):
a. Initiating the S1 release procedure with release cause “load balancing TAU required” that will release RRC connections.

b. After the RRC connections are released, eNB will request the UE to initiate a TAU without providing neither the S-TMSI nor the GUMMEI to eNodeB in the RRC establishment.
12. UE initiates a TAU due to RRC connection release with release cause “load re-balancing TAU required” to connect to MME (VNF) (see clause 5.3.3.1 [5]). 
13. MME (VNF) sends the Update Location Request is to HSS to perform the location update (see clause 5.3.3.1 [5]). 
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Figure7.3-1: MME overload mitigation by MME VNF procedure
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