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Decision/action requested

Discuss and approve on the text proposal.
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Rationale

This contribution proposes the use cases of VNF expansion to support the operations required by the NFV lifecycle management [1]. It covers trigger points of NM, VNFM, and EM that were described in NFV MANO [1] to initiate the VNF lifecycle management.
It proposes to include these use cases into TR 32.842 [2].
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Detailed proposal
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Management use cases
5.y        Use cases: VNF expansion
VNF expansion refers to the addition of capacity that is deployed for a VNF, and may result in a scale-out of a VNF by adding VNFCs to support more capacity or may result in a scale-up of virtualized resources in existing VNF/VNFCs (see Annex B.4.4.1, B.4.4.2 in [2]).  This clause includes 3 use cases to show VNF expansion functions that are triggered at NFV EM, VNFM, and NFV NM. 
Table 5.y-1 VNF expansion triggered by NFV EM use case
	Use Case Stage
	Evolution / Specification
	<<Uses>>

Related use 

	Goal (*)
	The goal is to show how VNF expansion operation can add capacity to a VNF, when NFV EM detects that the VNF instance is overloaded (see Annex B.4.4.2 in [2]).
	

	Actors and Roles (*)
	· NFV EM – performs the element manager role for the virtualized networks.
· NFVO – performs the orchestration of network resources, and the lifecycle management of network services.
· VNFM – performs the lifecycle management of VNF instances.
	

	Telecom resources
	· VIM – performs the controlling and managing of the NFVI compute, storage and network resources.
· VNF – performs the software implementation of an NE that can be deployed on NFVI.
	

	Assumptions
	· The trigger point of VNF expansion is in NFV EM.
	

	Pre conditions
	· NFV management and orchestration operation [2] is active.
· 3GPP management operation is active.
	

	Begins when 
	NFV EM detects that the VNF is overloaded from monitoring the PM data received from VNF, and determines to trigger the VNF expansion.
	

	Step 1 (*) (M)
	NFV EM sends the expansion request to VNFM.
	

	Step 2 (*) (M)
	VNFM requests granting from the NFVO for VNF expansion based on the specifications listed in the VNFD.
	

	Step 3 (*) (M)
	NFVO checks the request against its capacity database for free resource availability, and then grants the VNF expansion to VNFM. 
	

	Step 4 (*) (M)
	VNFM sends the request to VIM to expand an existing VNF, as instructed by the NFVO, 
	

	Step 5 (*) (M)
	VIM instantiates and starts the VMs and the relevant networking resources, then acknowledges successful operation to VNFM.
	

	Step 6 (*) (M)
	1.  VNFM configures VNF data specific for VNF expansion.
2.  VNFM notifies the NFV EM that an existing VNF has been updated with additional capacity.
	

	Ends when (*)
	The VNF instance has been expanded.
	

	Exceptions
	FFS
	

	Post Conditions
	
	

	Traceability (*)
	
	

	NOTE: Fields marked with "*" are mandatory for all use case specifications. Other fields are only mandatory when relevant for the specific use case.


Table 5.y-2 VNF expansion triggered by VNFM use case
	Use Case Stage
	Evolution / Specification
	<<Uses>>

Related use 

	Goal (*)
	The goal is to show how VNF expansion operation can add capacity to a VNF, when VNFM detects that the VNF instance is overloaded (see Annex B.4.4.1 in [2]).
	

	Actors and Roles (*)
	· NFV EM – performs the element manager role for the virtualized networks.
· NFVO – performs the orchestration of network resources, and the lifecycle management of network services.
· VNFM – performs the lifecycle management of VNF instances.
	

	Telecom resources
	· VIM – performs the controlling and managing of the NFVI compute, storage and network resources.
· VNF – performs the software implementation of an NE that can be deployed on NFVI.
	

	Assumptions
	· The trigger point of VNF expansion is in VNFM.
	

	Pre conditions
	· NFV management and orchestration operation [2] is active.
· 3GPP management operation is active.
	

	Begins when 
	VNFM detects that the VNF is overloaded from monitoring the PM data received from VNF, and determines to trigger the VNF expansion.
	

	Step 1 (*) (M)
	VNFM requests granting from the NFVO for VNF expansion based on the specifications listed in the VNFD. 
	

	Step 2 (*) (M)
	NFVO checks the request against its capacity database for free resource availability, and then grants the VNF expansion to VNFM.
	

	Step 3 (*) (M)
	VNFM sends the resource request to VIM to expand an existing VNF, as instructed by the NFVO,
	

	Step 4 (*) (M)
	VIM instantiates and starts the VMs and the relevant networking resources, then acknowledges successful operation to VNFM. 
	

	Step 5 (*) (M)
	1.  VNFM configures VNF data specific for VNF expansion.
2.  VNFM notifies the NFV EM that an existing VNF has been updated with additional capacity.
	

	Ends when (*)
	The VNF instance has been expanded.
	

	Exceptions
	FFS
	

	Post Conditions
	
	

	Traceability (*)
	
	

	NOTE: Fields marked with "*" are mandatory for all use case specifications. Other fields are only mandatory when relevant for the specific use case.


Table 5.y-3 VNF expansion triggered by NFV NM use case
	Use Case Stage
	Evolution / Specification
	<<Uses>>

Related use 

	Goal (*)
	The goal is to show how VNF expansion operation can add capacity to a VNF, when NFV NM detects that the VNF instance is overloaded (see Annex B.4.4.1 in [2]).
	

	Actors and Roles (*)
	· NFV NM – performs the network manager role for the virtualized networks.
· NFV EM – performs the element manager role for the virtualized networks.
· NFVO – performs the orchestration of network resources, and the lifecycle management of network services.
· VNFM – performs the lifecycle management of VNF instances.
	

	Telecom resources
	· VIM – performs the controlling and managing of the NFVI compute, storage and network resources.
· VNF – performs the software implementation of an NE that can be deployed on NFVI.
	

	Assumptions
	· The trigger point of VNF expansion is in NFV NM.
	

	Pre conditions
	· NFV management and orchestration operation [2] is active.
· 3GPP management operation is active.
	

	Begins when 
	NFV NM detects that the VNF is overloaded from monitoring the PM data received from EM, and determines to trigger the VNF expansion. It can also be tribbered by operator’s policy.
	

	Step 1 (*) (M)
	NFV NM sends a request to NFVO for VNF expansion.
	

	Step 2 (*) (M)
	NFVO executes any necessary checking and processing, and then requests VNFM to expand the capacity of an existing VNF.
	

	Step 3 (*) (M)
	VNFM requests granting from the NFVO for VNF expansion based on the specifications listed in the VNFD. 
	

	Step 4 (*) (M)
	NFVO checks the request against its capacity database for free resource availability, and then grants the VNF expansion to VNFM.
	

	Step 5 (*) (M)
	VNFM sends the request to VIM to expand an existing VNF, as instructed by the NFVO,
	

	Step 6 (*) (M)
	VIM instantiates and starts the VMs and the relevant networking resources, then acknowledges successful operation to VNFM.
	

	Step 7 (*) (M)
	1.  VNFM configures VNF data specific for VNF expansion.
2.  VNFM notifies the NFV EM that an existing VNF has been updated with additional capacity.
3. VNFM acknowledges the completion of VNF expansion to NFVO.
	

	Step 8 (*) (M)
	NFVO acknowledges the completion of VNF expansion to NFV NM.
	

	Ends when (*)
	The VNF instance has been expanded.
	

	Exceptions
	FFS
	

	Post Conditions
	
	

	Traceability (*)
	
	

	NOTE: Fields marked with "*" are mandatory for all use case specifications. Other fields are only mandatory when relevant for the specific use case.
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