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1
Decision/action requested

Approve the tracked changes in this pCR to be added to the Super CR for 32.111-1.
2
References

[1]
TS 32.111-1 version 12.0.0

3
Rationale

A number of minor errors have been found in [1] – see revision marked changes in the detailed proposal below. Examples of errors: 

· Unused references

· "3G" is obsolete and should be replaced by a more generic term

· In 4.2.0, it is stated that "State management is defined within [1]" i.e. within Basic CM IRP Requirements. This was true a long time ago but not anymore. There are a number of such references to [1], which we have yellow-marked and ask SA5 to consider and discuss what should be a more correct reference in those cases.
We also ask SA5 to consider and discuss if the yellow-marked formulation "administered by the EM" in 4.1.1 is correct or ambiguous.
We propose to add the changes in this pCR, if approved, to the existing Super CR for 32.111-1 within this work item.

4
Detailed proposal

	First change


Introduction

The present document is part of a TS-family covering the 3rd Generation Partnership Project: Technical Specification Group Services and System Aspects; Telecommunication management; as identified below:

32.111-1
"Fault Management; Part 1: 3G fault management requirements".
32.111-2
"Fault Management; Part 2: Alarm Integration Reference Point (IRP): Information Service (IS)".
32.111-3
"Fault Management; Part 3: Alarm Integration Reference Point (IRP): Common Object Request Broker Architecture (CORBA) Solution Set (SS)".
32.111-6
"Fault Management; Part 6: Alarm Integration Reference Point (IRP): Solution Set (SS) definitions".

The present document is part of a TS-family, which describes the requirements and information model necessary for the Telecommunication Management (TM) of 3GPP systems. The TM principles and TM architecture are specified in 3GPP TS 32.101 [2] and 3GPP TS 32.102 [3].

A 3GPP system is composed of a multitude of Network Elements (NE) of various types and, typically, different vendors, which inter-operate in a co-ordinated manner in order to satisfy the network users' communication requirements. 
The occurrence of failures in a NE may cause a deterioration of this NE's function and/or service quality and will, in severe cases, lead to the complete unavailability of the respective NE. In order to minimize the effects of such failures on the Quality of Service (QoS) as perceived by the network users it is necessary to:

· detect failures in the network as soon as they occur and alert the operating personnel as fast as possible;

· isolate the failures (autonomously or through operator intervention), i.e. switch off faulty units and, if applicable, limit the effect of the failure as much as possible by reconfiguration of the faulty NE/adjacent NEs;

· if necessary, determine the cause of the failure using diagnosis and test routines; and,

· repair/eliminate failures in due time through the application of maintenance procedures.

This aspect of the management environment is termed "Fault Management" (FM). The purpose of FM is to detect failures as soon as they occur and to limit their effects on the network Quality of Service (QoS) as far as possible. 
The latter is achieved by bringing additional/redundant equipment into operation, reconfiguring existing equipment/NEs, or by repairing/eliminating the cause of the failure.

Fault Management (FM) encompasses all of the above functionalities except commissioning/decommissioning of NEs and potential operator triggered reconfiguration (these are a matter of Configuration Management (CM), cf. [1]). 
FM also includes associated features in the Operations System (OS), such as the administration of a pending alarms list, the presentation of operational state information of physical and logical devices/resources/functions, and the provision and analysis of the alarm and state history of the network.

1
Scope

The present document specifies the overall requirements for 3GPP Fault Management (FM) as it applies to the Network Elements (NE), Element Manger (EM) and Network Manager (NM).

Clause 4 defines the FM concept and functional requirements for the detection of faults and the generation, collection and presentation of alarms, operational state data and test results across 3GPP systems. These functions are described on a non-formal level since the formal standardization of these functions across the different vendors' equipment is not required. The functional areas specified in the present document cover:

* fault surveillance and detection in the NEs;

* notification of alarms (including alarm cease) and operational state changes;

* retrieval of current alarms from the NEs;

* fault isolation and defence mechanisms in the NEs;

* alarm filtering;

* management of alarm severity levels;

* alarm and operational state data presentation and analysis at the Operations System (OS);

* retention of alarm and operational state data in the NEs and the OS; and

* the management of tests.
Any (re)configuration activity exerted from the EM as a consequence of faults will not be subject of the present document. These are described in [1].
Clause 5 of the present document defines the functional requirements for the standard Itf-N, for the purpose of Fault Management of mobile networks, as seen from the Network Manager (NM). The Itf-N is fully standardized so as to connect systems of any vendor to the NM via this interface.

2
References

The following documents contain provisions which, through reference in this text, constitute provisions of the present document.

* References are either specific (identified by date of publication, edition number, version number, etc.) or non‑specific.

* For a specific reference, subsequent revisions do not apply.

* For a non-specific reference, the latest version applies. In the case of a reference to a 3GPP document (including a GSM document), a non-specific reference implicitly refers to the latest version of that document in the same Release as the present document.

[1]
3GPP TS 32.601: "Telecommunication management; Configuration Management (CM); Basic CM Integration Reference Point (IRP); Requirements".



[2]
3GPP TS 32.101: "Telecommunication management; Principles and high level requirements".

[3]
3GPP TS 32.102: "Telecommunication management; Architecture".

[4]
3GPP TS 32.401: "Telecommunication management; Performance Management (PM); Concept and requirements".







[5]
ITU-T Recommendation X.710: "Information technology - Open Systems Interconnection - Common Management Information Service".

[6]
ITU-T Recommendation X.711: "Managed objects for diagnostic information of public switched telephone network connected V-series modem DCE's".

[7]
ITU-T Recommendation X.721: "Information technology - Open Systems Interconnection - Structure of management information: Definition of management information".

[8]
ITU-T Recommendation X.731: "Information technology - Open Systems Interconnection - Systems Management: State management function".

[9]
ITU-T Recommendation X.733: "Information technology - Open Systems Interconnection - Systems Management: Alarm reporting function".

[10]
ITU-T Recommendation X.734: "Information technology - Open Systems Interconnection - Systems Management: Event report management function".

[11]
ITU-T Recommendation X.735: "Information technology - Open Systems Interconnection - Systems Management: Log control function".

[12]
ITU-T Recommendation X.745: "Information technology - Open Systems Interconnection - Systems Management: Test management function".
[13]
3GPP TS 32.111-2: "Telecommunication management; Fault Management; Part 2: Alarm Integration Reference Point (IRP); Information Service (IS)".

[14]
3GPP TS 32.111-3: "Telecommunication management; Fault Management; Part 3: Alarm Integration Reference Point (IRP); Common Object Request Broker Architecture (CORBA) Solution Set (SS)".

[15]
Void.

[16]
ISO 8571: "File Transfer, Access and Management".

[17]
3GPP TS 32.111-7: "Telecommunication management; Fault Management; Alarm Integration Reference Point (IRP); SOAP Solution Set (SS)". 

[18]
NGMN Top OPE Recommendations V1.0.
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4.1.1
Fault detection

When any type of fault described above occurs within a mobile network, the affected network entities shall be able to detect them immediately. 

The network entities accomplish this task using autonomous self-check circuits/procedures, including, in the case of NEs, the observation of measurements, counters and thresholds. The threshold measurements may be predefined by the manufacturer and executed autonomously in the NE, or they may be based on performance measurements administered by the EM, cf. [4]. The fault detection mechanism as defined above shall cover both active and standby components of the network entities.

	Next change


4.1.3
Clearing of alarms

The alarms originated in consequence of faults need to be cleared. To clear an alarm it is necessary to repair the corresponding fault. Alarm maintenance manuals must contain a clear repair action for the dedicated malfunction. The repair action shall also be populated in the corresponding alarm field (see [18]). 

Wherever possible, event-based automated repair actions to solve standard error situations without manual interaction should be implemented, if not already implemented on the Network Element level (see [18]).
The procedures to repair faults are implementation dependent and therefore they are out of the scope of the present document, however, in general:

-
the equipment faults are repaired by replacing the faulty units with working ones;

-
the software faults are repaired by means of partial or global system initializations, by means of software patches or by means of updated software loads;

-
the communication faults are repaired by replacing the faulty transmission equipment or, in case of excessive noise, by removing the cause of the noise;

-
the QoS faults are repaired either by removing the causes that degraded the QoS or by improving the capability of the system to react against the causes that could result in a degradation of the QoS;

-
Solving the environmental problem repairs the environment faults (high temperature, high humidity, etc.).

It is also possible that an ADAC fault is spontaneously repaired, without the intervention of the operator (e.g. a threshold crossed fault). In this case the NE behaves as for the ADAC faults repaired by the operator. 

In principle, the NE uses the same mechanisms to detect that a fault has been repaired, as for the detection of the occurrence of the fault. However, for ADMC faults, manual intervention by the operator is always necessary to clear the fault. Practically, various methods exist for the system to detect that a fault has been repaired and clear alarms and the faults that triggered them. For example:

-
The system operator implicitly requests the NE to clear a fault, e.g. by initializing a new device that replaces a faulty one. Once the new device has been successfully put into service, the NE shall clear the fault(s). Consequently, the NE shall clear all related alarms.

-
The system operator explicitly requests the clearing of one or more alarms. Once the alarm(s) has/have been cleared, the fault management system (within EMS and/or NE) should reissue those alarms (as new alarms) in case the fault situation still persists.

-
The NE detects the exchange of a faulty device by a new one and initializes it autonomously. Once the new device has been successfully put into service, the NE shall clear the fault(s). Consequently, the NE shall clear all related alarms.

-
The NE detects that a previously reported threshold crossed alarm is no longer valid. It shall then clear the corresponding active alarm and the associated fault, without requiring any operator intervention. The details for the administration of thresholds and the exact condition for the NE to clear a threshold crossed alarm are implementation specific and depend on the definition of the threshold measurement, see also subclause 4.1.1.

-
ADMC faults/alarms can, by definition, not be cleared by the NE autonomously. Therefore, in any case, system operator functions shall be available to request the clearing of ADAC alarms/faults in the NE. Once an ADMC alarm/fault has been cleared, the NE shall clear the associated ADAC fault/alarm.

Details of these mechanisms are system/implementation specific.

Each time an alarm is cleared the NE shall generate an appropriate clear alarm event. A clear alarm is defined as an alarm, as specified in clause 3.1, except that its severity is set to "cleared". The relationship between the clear alarm and the active alarm is established:

-
by re-using a set of parameters that uniquely identify the active alarm (see clause 4.1.1); or 

-
by including a reference to the active alarm in the clear alarm.

When a clear alarm is generated the corresponding active alarm is removed from the active alarm list.
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4.2
State Management

4.2.0
Introduction

The State Management is a common service and used by several management areas, including Fault Management. In this clause, some detailed requirements on State Management as they apply to the Fault Management are defined. 

From the point of view of Fault Management, only two of the three primary state attributes are really important: the Administrative state and the Operational state. In addition the resources may have some secondary "status" attributes which give further detailed information about the reason of the primary state.

The Administrative state is used by the Operator to make a resource available for service, or to remove a resource from service. For example:

* for fault correction the Administrative state can be used to isolate a faulty resource;

* in case of redundancy the Administrative state can be used to lock the active resource and let the standby resource to become active (preventive maintenance);

* for Test management the Administrative state can be used to put a resource out of service to run an intrusive test on it.

The Operational state gives the information about the real capability of a resource to provide or not provide service. 

* The operational state is "enabled" when the resource is able to provide service, "disabled" when the resource cannot provide service.

* A resource can lose the capability to provide service because of a fault or because another resource on which it depends is out of service (e.g. disabled or locked).

* In case a resource does not loose completely its capability to provide service, the Operational state shall be "enabled" and the Availability status shall be "degraded".

The changes of the state and status attributes of a resource shall be notified to the relative manager(s) as specified in [1].
When a state change is originated by a failure, the alarm notification and the related state change notifications shall be correlated to each other by means of explicit relationship information.

4.2.1
Propagation of state change

Within a managed element, when for any reason a resource changes its state, the change shall be propagated, in a consistent way, to all the other resources that are functionally dependent on the first one. Therefore:

* In case of a fault occurring on a resource makes that resource completely out of service, if the current operational state is "enabled", it shall be changed to "disabled" and a state change notification shall be generated. Then, all the dependant resources (following the fault dependency diagram specific to that managed element) shall be checked and, in case they are "enabled" they shall be changed to "disabled". In this process, also the secondary status shall be changed consistently, in a way that it shall be possible to distinguish whether an object is disabled because it is faulty or because of it is functionally dependent on another object which is disabled.

* In case a faulty resource is repaired, the Operational state of that resource is changed from "disabled" to "enabled" and all the dependent resources are turned back to "enabled" (this is the simple case). In more complex cases, some of the objects may be disabled for different causes (different faults or faults plus locks on different superior resources), in this cases the repaired resource can be turned "enabled" only when all the causes are cleared (i.e. faults are repaired and superior resources are unlocked). Also in this process the secondary status shall be changed consistently.

* In case the operator locks a resource, the process of the state change propagation is similar to the first case (resource failure) except for the locked resource which does not change its operational state but only the administrative state from "unlocked" to "locked". The dependent resources are processed as in the first case.

* In case the operator unlocks a resource, the process of the state change propagation is similar to the second case (fault reparation) except for the first resource (the unlocked one) which does not change its operational state but only the administrative state from "locked" to "unlocked". The dependent resources are processed as in the first case.

4.3
Test management

This management function provides capabilities that can be used in different phases of the Fault Management (FM). For example:

-
when a fault has been detected and if the information provided through the alarm report is not sufficient to localize the faulty resource, tests can be executed to better localize the fault; 

-
during normal operation of the NE, tests can be executed for the purpose of detecting faults;

-
once a faulty resource has been repaired or replaced, before it is restored to service, tests can be executed on that resource to be sure that it is fault free.

However, regardless of the context where the testing is used, its target is always the same: verify if a system's physical or functional resource performs properly and, in case it happens to be faulty, provide all the information to help the operator to localize and correct the faults.

Testing is an activity that involves the operator, the managing system (the OS) and the managed system (the NE). Generally the operator requests the execution of tests from the OS and the managed NE autonomously executes the tests without any further support from the operator.

In some cases, the operator may request that only a test bed is set up (e.g. establish special internal connections, provide access test points, etc.). The operator can then perform the real tests, which may require some manual support to handle external test equipment. Since the "local maintenance" and the "inter NE testing" are out of the scope of the present document, this aspect of the testing is not treated any further.

The requirements for the test management service are based on ITU‑T Recommendation X.745 [12], where the testing description and definitions are specified.

5
N interface (Itf-N)

5.1
Fault Management concept of Itf-N

An operations system on the network management layer (i.e. the NM) provides fault management services and functions required by the mobile network operator on top of the element management layer.

The N interface (Itf-N) may connect the Network Management (NM) system either to Element Mangers (EMs) or directly to the Network Elements (NEs). This is done by means of Integration Reference Points (IRPs). In the following, the term "subordinate entities" defines either EMs or NEs, which are in charge of supporting the N interface.

This clause describes the properties of an interface enabling a NM to supervise a mobile network including - if necessary - the managing EMs. To provide to the NM the Fault Management capability for the network implies that the subordinate entities have to provide information about:

* events and failures occurring in the subordinate entities;

* events and failures of the connections towards the subordinate entities and also of the connections within the mobile network;

* the network configuration (due to the fact that alarms and related state change information are always originated by network resources, see [1]). This is, however, not part of the FM functionality.

Therefore, for the purpose of FM the subordinate entities send notifications to a NM indicating:

* alarm reports (indicating the occurrence or the clearing of failures within the subordinate entities), so that the related alarm information can be updated;

* state change event reports, so that the related (operational) state information can be updated. This is, however, not part of the FM functionality.

The forwarding of these notifications is controlled by the NM operator using adequate filtering mechanisms within the subordinate entities.

The Itf-N provides also means to allow the NM operator the storage ("logging") and the later evaluation of desired information within the subordinate entities. 

The retrieval capability of alarm-related information concerns two aspects:

* retrieval of "dynamic" information (e.g. alarms, states), which describes the momentary alarm condition in the subordinate entities and allows the NM operator a synchronization of its alarm overview data;

* retrieval of "history" information from the logs (e.g. active/clear alarms and state changes occurred in the past), which allows the evaluation of events that may have been lost, e.g. after an Itf-N interface failure or a system recovery.

As a consequence of the requirements described above, both the NM and the subordinate entity shall be able to initiate the communication.

	Next change


5.3
Retrieval of alarm information

5.3.0
Introduction

The retrieval of alarm information comprises two aspects:

-
Retrieval of current information:


This mechanism shall ensure data consistency about the current alarm information between the NM and its subordinate entities and is achieved by means of a so-called synchronization ("alignment") procedure, triggered by the NM. The synchronization is required after every start-up of the Itf-N, nevertheless the NM may trigger it at any time.

-
Logging and retrieval of history information:


This mechanism offers to the NM the capability to get the alarm information stored within the subordinate entities for later evaluation.

5.3.1
Retrieval of current alarm information on NM request

The present document defines a flexible, generic synchronization procedure, which fulfils the following requirements:

* The alarm information provided by means of the synchronization procedure shall be the same (at least for the mandatory parameters) as the information already available in the alarm list. The procedure shall be able to assign the received synchronization-alarm information to the correspondent requests, if several synchronization procedures triggered by one NM run at the same time.

* The procedure shall allow the NM to trigger the start at any time and to recognize unambiguously the end and the successful completion of the synchronization.

* The procedure shall allow the NM to discern easily between an "on-line" (spontaneous) alarm report and an alarm report received as consequence of a previously triggered synchronization procedure.

* The procedure shall allow the NM to specify filter criteria in the alignment request (e.g. for a full network or only a part of it.

* The procedure shall support connections to several NM and route the alignment-related information only to the requesting NM.
* During the synchronization procedure new ("real-time") alarms may be sent at any time to the managing NM.

* If the EM loses confidence to its alarm list and rebuilds it, then the EM shall indicate to the NM that the alarm list have been rebuilt. If the rebuild of the alarm list only concerns alarms for e.g. one NE then the EM may indicate that it is only that part of the alarm list that has been rebuilt. In the latter case the NM may use the knowledge that only a specific subset of the alarm list has been rebuilt to perform a partial resynchronization using filters. 

If applicable, an alarm synchronization procedure may be aborted by the requesting NM.
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5.5
Overview of IRPs related to Fault Management (FM)

The N interface is built up by a number of IRPs. The basic structure of the IRPs is defined in 3GPP TS 32.101 [2] and 3GPP TS 32.102 [3].

For the purpose of FM, the following IRPs are needed:

* Alarm IRP, see 3GPP TS 32.111-2 [13];

* Notification IRP, see [1]; and

* Log IRP.

NOTE:
The Log IRP is not part of Release 1999, therefore the requirements related to the log functionality are not valid for Release 1999).

	End of changes
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