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1. Introduction  and objectives of the white paper	Comment by Dr. John Strassner: I’m assuming that this is specifically targeted to Globecom? Or will it be sent to a journal?	Comment by Ranganai Chaparadza: I think for the longer version of the paper we may have it published in a journal or any other possibility the SDOs/Fora my propose. The shorter version we submit it to Globecom MENS workshop. This would be complemented by the presentations in the Industry Forum sessions we will use to present the joint SDOs/Fora white paper
This white paper describes the benefits of harmonization efforts between SDO/Fora, industry, and research communities in working on standards for SDN, NFV, and Autonomic Management and Control (AMC). In particular, a joint SDO/Fora workshop was held, which resulted in a resolution to create this white paper. The agenda of the workshop, and its associated report, can both be accessed at [13] (http://www.tmforumlive.org/ieee/). The benefits of the industry harmonization efforts reported in this white paper include efficient use of standardization resources (experts and committed time) as well as fostering information sharing and collaboration by SDOs/Fora. The following are the key points of this white paper:
· Evolve network management. Currently, SDN and NFV do not address the evolution of network management.
· Integrate modern technologies. Currently, SDN and NFV do not address how Big Data, Analytics, and other related technologies can be integrated with network management.
· Better coordination among SDOs/Fora. The actions among interested SDOs/Fora must be better coordinated on how AMC may be used to govern SDN- and NFV-based systems through the unification of associated standardized architectural frameworks.
· More focused interaction between communities. SDOs/Fora must reach out with a single voice to stakeholders and technical experts in the research community and industry to help reduce silos present in architectural frameworks. This will also help promote unified standardized architectural frameworks for adoption by the research community as well as by industry, which will in turn provide SDOs/Fora useful feedback from implementation experiences that are vital to standards evolution.
· Reduce redundant and conflicting efforts. Coordination of SDO/Fora interaction will reduce redundancy and reconcile potentially harmful conflicts among different SDOs/Fora that are covering different aspects of similar standards that are related to SDN, NFV and AMC [13].
· Synergy between SDN, NFV, 5G, and AMC. There are a number of powerful synergies between SDN, NFV, 5G, and AMC that must be exploited as soon as possible.
· Synergy between NGCOR and AMC. There are also a number of synergies between telecom operators requirements compiled by NGMN in the NGCOR project on Converged Management of Fixed and Mobile Networks and AMC.
· Syngergy with R&D programs. There are also synergies required between organizations that are driving R&D programs in Europe, USA, Asia, and other regions, in aligning their intended R&D contributions to standardization.
· [bookmark: _GoBack]Evergreen document. This white paper will be maintained and updated as a living document, for use in communicating harmonization activities to various stakeholders and the global audience. It will be disseminated to various conference platforms, such as IEEE Globecom Industry Forum Sessions (starting with IEEE Globecom 2014, Austin, Texas, USA), ITU Telecom 2014, and FIA (Future Internet Assembly).
· 
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4. Business drivers and technical drivers
4.1. Business drivers for AMC, SDN, and NFV
New Networks and associated Services are becoming increasingly complex to manage, resulting in excessive OPEX consumption. Operators have two main foci :

1) define a set of cost saving methods and technologies that have the potential to achieve substantial OPEX savings	Comment by Ranganai Chaparadza: Yes, this is good idea. Sure, we might need to add a short section on technical drivers as well. Groups such as BBF and NGMN had indicated that they would be glad to see the business drivers primarily, but technical drivers would be good to add as well I think. We have provided a section for Technical drivers in which we could write something but keeping it very short.	Comment by Dr. John Strassner: The first definitely requires flexibility and programmability. So does the second. But neither calls for closed control loops, even though we need them. So I rewrote the sentence to bring this in as an engineering requirement, instead of as a business-driven requirement.

That being said, shouldn’t we have a technical drivers section ?
2) introduce dynamicity in the OSS and  BSS to cope with the lack of Services agility, provide better Customer experience, and reduce time-to-deploy and time-to-market.

The above two business drivers mandate introducing flexibility and programmability into the network. This means that management functions must be incorporated into all parts of the system, and not just confined to OSSs and BSSs. AMC provides capabilities, such as knowledge dissemination and intelligent decision-making, to achieve these business objectives. It can also be used to integrate different approaches, including SDN (Software Defined/Driven Networks), Network Functions Virtualization (NFV), and Cloud-based models.
1. 
2. 
3. 
3.1. 

Open source and related efforts that emphasize vendor-neutral functionality and programming are providing stakeholders new opportunities, but also new risks. One way for many stakeholders, such as telecommunications network operators, to avoid the risks is to influence and quicken the development of relevant standardization work. The goal is to strengthen and ease deployment of new Services, improve Customer Experience, generate new revenue, and reduce OPEX. These business drivers all rely on key characteristics of autonomics:  knowledge, self-management, and adaptability. These advanced technical capabilities require the building of trust and confidence in their use and deployment to ensure their adoption.

However, telecommunications operators are confused by the diversity of the standardization landscape. They are asking for harmonization of standards in order to get the relevant products and solutions that implement their requirements to overcome the challenges they are facing and meet their business objectives.

Operators are now in a situation where they are simultaneously assessing SDN and technologies through a “silo” approach. This fails to capitalize on the inherent strengths of each, and ignores the benefits of autonomics. It is the right time to consider how AMC can provide governance for and better utilize SDN and NFV functionality through a “combined” approach from a standardization perspective. The industry noted, as discussed in [13], that consolidated industry requirements for AMC (Autonomics), SDN and NFV, through unified standards (e.g., modeling and architectural frameworks), should be telecom operators-driven and/or enterprises-driven and guided by the key SDOs/Fora that are addressing these topics and are seeking to collaborate with others in the now needed actions on Industry Harmonization for Unified Standards on the Emerging Paradigms. The topic of autonomic management and control is “fundamental” to various other current hot topics, and therefore it should be considered in all the groups working on SDN, NFV, Converged Management, 5G, E2E systems architectures, and orchestration.  Currently, various standardization groups are working on the current hot topics with little harmonization and synergy efforts. Efforts to build synergies and bring about harmonization of frameworks must begin now, because there are identified relationships between AMC, SDN, NFV, and Converged Management of Fixed and Mobile Networks. Therefore, there is now a crucial need for harmonization of associated frameworks. This paper describes the relationships between these complementary paradigms.	Comment by Ranganai Chaparadza: You are right. Some operators are rather assessing what they are calling real-time network analytics for automation in re-configuration (without being aware that this is all connected to AMC), and when we introduce autonomics they say indeed this is the direction (autonomics) they would like to go. Seems the more they start seing the work on autonomics, the more they want to join the dicussions in standards 	Comment by Ranganai Chaparadza: Added enterprises too. We can drop the part if you think so. The point on requiring operators and enterprises to drive the requirements compiliation came from the discussions in Nice	Comment by Ranganai Chaparadza: Good point. We could say telecom operators driven and/or enterprise driven	Comment by Dr. John Strassner: An example of why I think that this is targeted for Globecom only

Vendors are putting efforts: A brief summary would be good to add  Here we need to simply provide brief summary on PoCs for NFV, ETSI AFI PoCs for AMC, other types of PoCs	Comment by Dr. John Strassner: Not sure what this is, and does it go in this subsection ?


4.2. Business drivers for NGCOR

We need a brief summary and link to the main NGCOR document[Reference neededxxxxx]

Vendors are putting efforts: A brief summary would be good to add Here we need to simply provide brief summary on PoCs/Catalysts for NGCOR 	Comment by Ranganai Chaparadza: Here Tayeb had suggested that we solicit for some text that briefly sums up vendor efforts (e.g. PoCs), aimed at summarizing the eforts vendors are making in progressing the work on standards for NGCOR, or implementations (e.g. PoCs) work
4.3. Technical Drivers 
we could write something but keeping it very short.

4. Problems in standardization of emerging paradigms
The key issues that most Standardization Groups and Fora are facing in trying to standardize an emerging technology are:

· Lack of resources. Both technical experts and committed time from them are required to progress standardization work. A key question related to this is, how can technical experts from various research communities (from which the emerging networking paradigms often originate) fill this gap, in order to help industry progress Standards?
· Lack of coordination. There is an urgent need for better coordination amongst the various Standardization Groups and Fora, in order to utilize resources efficiently and avoid or minimize unnecessary overlaps in the activities and resultant technical documents.
· Gaps and redundancies. The complementary aspects of different emerging technologies and paradigms being standardized in various groups must be recognized and captured as soon as possible. This will enable the harmonization of related standardized frameworks and minimize overlaps.
5. The actions the “Industry Harmonization Initiative for Unified Standards” is now implementing
The Report on Industry Harmonization Initiative for Unified Standards [13] outlined the following actions that now need to be executed step by step by the joint collaboration of SDOs/Fora:

· Architecture taxonomy harmonization. There are many possible architectures and associated concepts (e.g., models) that can be used by two or more Groups. Appropriate liaisons should be developed to ensure that the three emerging complementary paradigms of SDN, NFV and AMC are covered. In addition, any taxonomy harmonization related to the topic of NGCOR requirements should also be addressed.
· Evergreen document. A document should be created that inventories the types of work items (concrete topics) being addressed by which Group, and how they map to each other. The focus is on the three emerging complementary paradigms of SDN, NFV and AMC, and how they relate to each other. NGCOR requirements will also be considered. This input could then be used for formal multi-group coordination activities through the harmonization/coordination instruments presented in Report [13]. In compiling the mapping of work items/topics to SDOs/Fora, there is a need to answer the question: “What problem covers Multiple Groups (with a focus on the SDN, NFV and AMC paradigms in particular)?”
· Common Abstractions. There is a need to understand different types of Abstractions that are used in the Architectural Frameworks of different SDOs/Fora, and how these abstractions can be harmonized to provide better interoperability.	Comment by Ranganai Chaparadza: This was taken from the Nice Report. Probably what was implied is that organizations identify with certain abstraction levels and interfaces in frameworks, and so possibly the question is  whether there are new abstractions that enhance or create new business models for what types of stakeholders ? Possibly this is what was implied by comments from Nice. I think it was Ken who mentioned something along these lines if I am not mistaken
· Gap identification and maintenance. An important aspect of multiple SDOs/Fora working together is to create and continuously update a list of items that are either gaps in standards or items for potential collaboration by two or more groups. The latter also involves creating appropriate liaisons. In the Report [xxx], SDOs/Fora already started identifying items for potential collaboration (bilateral or multi-lateral).
· Addressing operator and enterprise business processes. SDOs/Fora should address multi-telecom-operators and/or enterprises business processes. . This will focus on the following topics : SDN (Programmability of Networks and Services), NFV, AMC(e.g., Networks and Services self-* capabilities: auto-discovery of information, components, services and resources in order to perform self-configuration, self-management, self-organization, self-optimization, self-learning, and automation of OAMP processes),  E2E architectures, considerations of IPv6 in the picture, and also the emerging 5G-related topics.	Comment by Dr. John Strassner: This sentence is way too long. Plus, have requirements really changed that much ? It seems that requirements have been beaten to death by everybody – what is missing is how the requirements will be solved!	Comment by Ranganai Chaparadza: Thanks for the comment. Sure, we need to make sure we include enterprise driven processes as well. How about saying telecom operators driven and/or enterprise driven. I added « and enterprise »

6. How a cross-SDO combined approach on AMC, SDN and NFV helps achieve operators’ business objectives
The SDN, NFV, and AMC paradigms have been and continue to be addressed through separate “silo” approaches by the research community, various SDOs/Fora, and industry. Some liaisons between some SDOs have been established to try to achieve harmonization in particular areas, which mitigates overlaps and optimizes standardization efforts. However, all three paradigms are complementary, and target a set of common bsuiness objectives and technical features. Each of the paradigms is now identified and described by at least one basic architecture, and the industry is getting prepared to progress implementations by developing early prototypes. At the same time, most of the operators are using PoCs to assess the promises advertised in terms of overcoming their challenges and meeting their business requirements.

This means that operators might be simultaneously using these three technologies through three separate “silo” approaches, even though some capabilities inherent to SDN, NFV, and AMC are common. Therefore, it is the right time to consider a “combined” approach that can better integrate and utilize the functions provided by these three technologies. Standardization is vital in order to guide the industry and operators a broader (holistic) and more efficient view in which to solve their issues at. In order to achieve this objective and positively influence standardization, we believe a Multi- or Cross-SDO approach is the appropriate instrument.

[image: ]



Such an instrument has been successfully established by NGMN to address “Converged Management” of Fixed and Mobile Networks. [Refto NGCOR neededxx]	Comment by Dr. John Strassner: Add reference to document to better illustrate this.

Globecom is the largest ICT global conference that brings together experts from Industry, Governmental Institutions and Research.  In 2013, IEEE Globecom ran a total of 29 a set of “Industry Forum (IF) Sessions. Standardization Groups and Fora now continue to jointly organize Industry Forum panel sessions at the annual IEEE Globecom Conference (The IEEE Globecom 2013 Industry Forum Sessions fulfilled the objective of bringing together the diverse stakeholders (including the research community) who should work together in the shaping and harmonization of the Evolving & Future Networks Standards. The sessions also communicated the message that research communities now need to adopt the frameworks being standardized, and use them as commonly shared frameworks with industry, so as to help standardization groups receive various useful feedbacks from users’ implementation experiences on the various standardized frameworks. The SDOs and Fora that jointly ran Industry Forum Sessions at the IEEE Globecom 2013 will seek to continue to exploit this instrument/platform in reaching out, communicating and promoting their achievements and standardization roadmaps to the wider audience from international industry stakeholders and the research communities that attend Globecom. This way, new contributors (technical experts) can be attracted to the ongoing and future standardization activities, while the international community can also learn how the SDOs and Fora are making efforts to build synergies among standardization groups, and closing standardization gaps between the emerging technologies. 

7. Existing cross-SDO initiative examples	Comment by Dr. John Strassner: For all 3 subsections, simply reference the Nice workshop report.	Comment by Ranganai Chaparadza: Yes, indeed, we can just reference the Nice workshop report
7.1. Multi-SDO instrument
The Multi-SDO instrument is described in the Report on Industry Harmonization for Unified Standards [13]. Information on the activities, the groups involved, and the achievements of this instrument can be found at [URLxxx]. 

7.2. ITU-T JCA-SDN
The ITU-T JCA-SDN instrument is described in the Report on Industry Harmonization for Unified Standards [13]. Information on the activities, the groups involved, and the achievements of this instrument can be found at [URLxxx].
7.3. IEEE SDN and NFV ET subcommittee
The IEEE SDN and NFV ET subcommittee instrument is described in the Report on Industry Harmonization for Unified Standards [13]. Information on the activities, the groups involved, and the achievements of this instrument can be found at [URLxxx].
8. R&D/Research programs as key instruments for resourcing Standardization activities
Organizations that are driving R&D programs in Europe, USA, Asia, and other regions, are recommended to align their intended R&D contributions to standardization to the unified standards and standardization gaps being revealed from the harmonization efforts being communicated by the SDOs/Fora through this white paper and the Report on Industry Harmonization for Unified Standards [13].
8.1. An Example: European Commission funded projects
The huge investments that went into earlier European Commission funded projects (FP6 and FP7) culminated in the launching of the ETSI ISG AFI Group on “Autonomic network engineering for the Self-Managing Future Internet” (AFI), aka “Autonomic Future Internet”. A 2008 workshop [6], that was led by the FP7 EFIPSANS project [14] in collaboration with other EC-funded projects (AUTOI [26], 4WARD [24], SOCRATES [28], E3[27], and EC-funded FP6 SAC projects) and Orange-Labs’ AUTONONETS project, , promoted the idea of launching an ETSI Industry Specification Group (ISG) to start work on pre-standardization of autonomic networking technologies. A number of organizations, including the IPv6 Forum, helped launch the AFI ISG in ETSI in 2009. AFI has progressed from being a pre-standardization group to a full standardization group working on the “Evolution of Management towards Autonomic Future Internet”, and is now the AFI WG [3] in the ETSI NTECH TC.  AFI is now converting Group Specifications, produced or started when AFI was an ISG, into Technical Specifications on Autonomic Management and Control (AMC) of Networks and Services in diverse reference network architectures. The fact that many existing networks (e.g., fixed, mobile, wireless, sensor, and ad-hocnetworks), as well as future networks (e.g., M2M/IoT networks, clouds, and future heterogeneous networks), all need to have integrated autonomic functions, means that AFI has a huge task to fulfill now and into the future, and must attract more resources (technical experts and committed time) to sustain support in this endeavor.

The specific work of AFI in NTECH is to define autonomic functions that enable systems to exhibit self-* properties, such as self-organization, self-management, self-diagnosis, self-healing, and self-optimization. ETSI AFI has established liaisons with other standardization groups and Fora in order to steer the work on introducing “autonomic network and services management (self-management) concepts, principles and functions” into diverse reference network architectures. These include the BBF, 3GPP, NGMN, TMF, ITU-T SG13, SG2, and SG15 ; additional liaisons will be established as necessary.


9. Overview on the AMC, SDN, and NFV emerging paradigms
9.1. Autonomic Management and Control (AMC) of Networks and Services and related Standardization activities
Autonomic Networks (Self-managing networks) are intelligent, self-aware networks. They are  formed by interconnecting network devices/nodes that exhibit what are called Self-* features/capabilities, such as auto-discovery of information, components, services and resources in order to perform self-configuration; self-management; self-organization, self-optimization, self-learning and reasoning, as well as automation of some O&M tasks. The benefits of Self-* features for networks and services are many; they include reducing error-prone and tedious (OPEX-consuming) human interventions and the many manual tasks involved in today’s network management and operations (especially as networks are increasing in complexity).

In recent years, autonomic networking [1][2][3] and autonomic computing [12] technology has been prototyped and validated in various Testbeds by individual network equipment manufacturers as well as by individual telecommunication network operators. Some vendors already have created some products. The European Commission (EC) invested a lot of funding for R&D projects in this area, starting from as early as 2004 till this day, in FP6 and FP7 Framework projects, and the topic will continue in the EC Horizon 2020 programme. The emerging topic of 5G is calling for intelligent/autonomic network capabilities in End-to-End (E2E) system architectures. For example, the requirements for 5G being discussed in various standardization groups, forums and conferences also describe the need for intelligent 5G core networks that embed autonomic functions [18]. Embedded autonomic functions are enablers for the edge, backhaul and core network nodes to optimally and adaptively provision resources in such a way as to handle the anticipated huge traffic volumes and diversified traffic flows of various requirements that must be transported over the network. Traffic volumes will increase dramatically with the growing deployments of applications such as M2M/IoT, adding to the traditional voice, video and data traffic types. The 5G core network will need to be intelligent to handle all the various traffic types and resilience requirements using intelligent resource allocation mechanisms, and embedding autonomic functions will be the key to enabling such intelligence. Overall, the E2E architectures require autonomic functions enabling autonomic control of traffic offload and steering functions at inter-system interfaces of the heterogeneous network. Self-learning, prediction and forecasting algorithms play an important role in the realization of network intelligence through autonomics.

Many EC FP7 projects on Autonomic Networking have all proved the value and maturity of autonomic networking technology. Examples include the EFIPSANS project [14],, FP7 Self-NET project [25], FP7 AutoI [26], FP7 E3 [27], FP7 SOCRATES [28],  FP7 4WARD [24], and FP7 UniverSelf [29]. The next thing the industry wanted was to move to launching standardization activities to standardize frameworks that enable the development of interoperable autonomic networking products. Hence, with the support of the European Commission and FP7 projects and the IPv6 Forum, the ETSI AFI (Autonomic Future Internet) Group [4] was launched in 2009 and has now produced the first set of autonomic networking specifications. Manyprototypes created in the various related R&D project deliverables can now be used to design interoperable autonomic networking products, by mapping and transforming the prototyped components to conform to the standardized autonomics functional blocks defined by a standardized framework, such as ETSI AFI GANA. The GANA Reference Model for Autonomic Networking, Cognitive Networking and Self-Management [1] is a Holistic and Unifying Model that unifies main concepts from leading models of autonomic networked systems; examples include IBM-MAPE [12][21, FOCALE[20, 4D [31], Knowledge Plane for the Internet [22, CONMan 23, GENI [30], and others (a table summarizing the unifying aspects of the various models is available in ETSI GS AFI002 [1]). The work on GANA was based on studying various models and their limitations (e.g., on scopes of abstractions for self-management in a network architecture), in order to fuse important concepts from these models together to create a holistic and unified model. The GANA is a Hybrid Model, enabling designers of Autonomic Functions (referred to as “GANA Decision Elements, or DEs”) to combine and interwork both centralized autonomic management & control (where centralization is needed) and distributed autonomic management & control (where distribution is needed), via the use of nested Hierarchical Control Loops.	Comment by Ranganai Chaparadza: Historically, the split of control plane from the data plane introduced by 4D later led to the question of what sort of protocol could be used by the the logically centralized control plane to configure the data plane elements, and the same research community that was working on 4D ended up making proposals, one of which was prematurely picked and became the OpenFlow (sure, not very good protocol). Actually it seems researchers in 4D wanted to experiment with various proposals and were open as such, but someone then started pushing for OpenFlow proposal.. 
Definition: Autonomic Management & Control (AMC) of Networks and Services:  “Autonomic Network Management & Control” can be expressed in the following way:

· Autonomic Management & Control of Networks and Services = Autonomics in the Management Plane + Autonomics in the Control Plane (whether distributed or centralized)

Autonomic Management & Control in networks is about Autonomics (e.g., control loops, decision making, and the application of knowledge) introduced in the Management Plane as well as Autonomics  introduced in the Control Plane. The distinguishing property of AMC is that both the management plane and the control plane are affected, regardless of whether they are distributed or centralized. A control loop realizes self-* features (self-configuration, self-optimization, etc), in conjunction with a robust knowledge framework and representation.

In Autonomic Management and Control (AMC) of Networks and Services,“Control” is about:
· “Control logic” that realizes one or more control loops in order to dynamically adapt network resources and/or services to changing needs.
· Control logic, as a software or a behavior specification, can be loaded in network nodes as well as components known as autonomic managers (i.e. autonomic decision-making elements) external to the network (i.e. in the realm of the management plane or what some autonomic networking models call the network’s Knowledge Plane(KP), and then dynamically instantiated at runtime	Comment by Dr. John Strassner: Do you mean that the control logic is loaded in nodes IN the network as well as nodes EXTERNAL TO the network? Or something else?	Comment by Ranganai Chaparadza: Here we mean certain contol-logics (as software modules) can be loaded into nodes of the network while certain types of control-logics (for network-wide control-loops) can be loaded in the components perceived as autonomic managers or simply management systems i.e. in the realm of the Knowledge Plane or management plane
· From an architecture perspective, a control loop can be based on a “distributed model” or a “centralized model”. This means that the logic is embedded in a network node (physical or virtualized) or  is implemented outside of the network, respectively.
· Both kinds of control loops act towards accomplishing the goals of the system.	Comment by Dr. John Strassner: This rewording makes it easier to apply different methodologies (e.g., ECA, goal policies, utility functions, etc.)	Comment by Ranganai Chaparadza: Indeed it makes it easier to apply different methodologies.
· Control logic can negotiate with other control logic modules to realize dynamic adaptation of network resources and/or services via well-defined reference points.

Autonomic Management (can be contrasted to Automated Management. The former emphasizes learning, reasoning, and adaptation, while the latter focuses on efficient workflow implementation and automation of the processes involved in the creation of network configuration and monitoring tasks.
Note: Liaisons have been established between ETSI NTECH/AFI Group and other Standardization Groups, including the BBF,  ITU-T SG13 and SG2, 3GPP, NGMN, TMF, and other Groups as described in [13].
9.2.  Software-Defined Networking (SDN) and related standardization activities
 SDN is a relatively new networking paradigm involving the separation (decoupling) of the control plane software from the forwarding plane within a single box, enabling the control plane to run in centralized commodity servers. The forwarding plane can benefit from the resulting simplification of the system, and use commodity hardware. This simplifies network element architectures and lowers hardware costs, as the data plane elements become simple forwarding devices, with some of the intelligence (control plane software) moving to centralized low cost commodity servers. SDN opens opportunities for innovation in network services provisioning, (re-)programmability, and traffic flow steering for efficient use of network resources. Remark: The broader picture of SDN is “Software-Driven Networking or Software-Empowered Networks”, of which “Software-Defined Networking”, as defined today by groups that are working on SDN, such as ONF, OMG SDN WG, ITU-T, IETF, IEEE, is a subset. In this broader picture of SDN, customized control software (e.g., decision-making logic) can be loaded into nodes at run-time and is easily replaceable, thereby enabling the notion of “software-empowered networks”.In what could be perceived as the broader picture of SDN (Software-Driven Networking), we consider that control-logics (as software modules) that implement autonomic functions (decision-making-logics) are enablers for innovation and should be flexibly run-time loadable and replaceable wherever they may be required in the data-plane, the control-plane or management plane.  This is due to the diverse algorithms for autonomic functions (control-logics) developers of autonomic functions may come up with and may be customizable to specific networking requirements. Similarly to the case of SON (Self-Organizing Networks) functions for mobile/wireless networks, innovators may come up with diverse (and possibly each time better and better) algorithms for decision-making logics (i.e. autonomic functions as “control-software logics”). This may make it necessary for the systems operator to be able to replace the “decision-making control-software logics” by better ones at run-time/operation time during the lifetime of the network. This creates the notion of  “algorithm providers or providers of control-logics for autonomics” who may be the traditional vendors of networking equipment or third parties (e.g. ISVs (Independent Software Vendors)) who provide or partner with equipment vendors in algorithms for autonomics related control-software logics. Such control-sofware logics can  “drive” the network through, for example, the NorthBound Interface of SDN controllers (as “decision-making applications that enhance network intelligence”). According to AMC models (e.g. the GANA model [1]) that define hierachical autonomic functions (nesting of control-loops) from within network nodes up to the outside realm (network-level), certain types of decision-making control logics (i.e. autonomic functions) may need to be loadable into the data plane elements to enable a certain minimal degree of “intelligence” to remain in the data plane. This applies to the type of intelligence that requires that for a high degree of network robustness (resilience), certain self-adaptation behaviours to challenges (e.g. faults/errors/failures) be implemented within the data plane elements or as close as possible to the forwarding engines within the data plane elements. The notion of “software-empowerment” by such control-logics implies the “empowerment” of the network’s decision-making-capabilities by such dynamically loadable autonomics related control-logics. Outside of “control-software”, possibly the emerging concept of “white box  networking” could also be perceived as software empowerment or software driven networking when one considers the ability to load or replace software modules in the networking boxes in general.	Comment by Ranganai Chaparadza: Thanks, we will provide a definition and references 	Comment by Dr. John Strassner: Can other types of software be loaded dynamically as well, or just control plane software? If so, what other types of software?	Comment by Ranganai Chaparadza: Very good question. Here, from the point of view of what could be perceived as the broader picture of SDN (as Software-Driven Networking) we had considered that control-logics (as software modules) that implements autonomic functions are the enablers for innovation due to the diverse algorithms for autonomic functions developers of autonomic functions may come up with. Like for SON functions, we think that innovators may come up with diverse (and each time better) algorithms for autonomic decision-making logics (i.e. autonomic functions as control-software logics), making it necessary to be able to replace the autonomics related « control-software logics » by better ones at run-time/operation time. This creates the notion of « algorithm providers or providers of control-logics for autonomics» who may be the traditional vendors of equipment or third parties who provide or partner with vendors in algorithms for autonomics related control-software logics. Such control-sofware logics can « drive » the network through the Northbound interface of SDN controllers (as decision-making applications that enhance network intelligence ». The notion of « software-empowerment » by such control-logics imply « empowerement » of the network’s decision-making-capabilities by such dynamically loadable autonomics related control-logics. Outside « control-software », possibly the notion of « white box  networking » being discussed in some circles for certain cases could also be perceived as software empowerment or software driven networking when one considers the ability to load or replace software modules ?? 	Comment by Dr. John Strassner: This is already done today. Do you mean that NEW logic that was not defined before deployment can be loaded? That is different, but was a characteristic of, for example, FOCALE.	Comment by Ranganai Chaparadza: Indeed, the thinking is that  since in standards for autonomics, algorithms for Decision-making elements (autonomic components) cannot be standardized, the standards can simply define the autonomic functions (GANA Decision Elements) and releated reference points, leaving algorithm developers with the task of designing tha agorithms for individual DEs. DEs as control-sofware logics can be loaded into nodes and the knowledge plane at run-time. As such the DEs may be NEW logic that was not defined before deployment. In fact the Implementation Guide for GANA (a Globecom 2013 paper) discusses the notion of need for DE Libraries from which DEs maybe selected and dyanmically loaded. However, this is only a possibility, as in the GANA spec, it is indicated that vendors may ship equipment with hard-wired or loadable DEs that are provided by the vendor. That is correct that FOCALE considered such aspects as well. In the GANA Spec it is also specified that he approach that can be taken to designing a DE (especially the network-level DEs for the Knowledge Plane) can be based on an approach defined in FOCALE. 	Comment by Dr. John Strassner: I still don’t understand what “software-empowered networks” really is, or how it is different from GANA or FOCALE.	Comment by Ranganai Chaparadza: This is now clarified in the previous two comments. The presentation by AFI in Nice contains some aspects on GANA DEs as loadable control-software logics


Network Functions Virtualization (NFV) and related Standardization activitiesNFV is a new networking paradigm that builds on the success of virtualization techniques in IT, to bring about the virtualization of network appliances (network functions) that traditionally have been deployable only as monolithic boxes. The resulting Virtualized Network Functions (VNFs) run as software in low cost commodity servers. As a result, NFV drastically shortens the time to deploy a network function and enables service agility, as VNFs can be instantiated in distributed commodity networking hardware on-demand. In addition, VNF scan be easily relocated, and provide elastic resources to meet dynamically changing needs. NFV complements SDN, but the two are distinct technologies that are independent of each other and can be deployed independently. Various network functions (currently deployable as monolithic boxes) are now being virtualized step-by-step. Special requirements of telecommunication network services, which are normally not critical in the IT world, are now being examined ; examples inlucde performance requirements for certain networking tasks and embedded operations, resilience, and high-availability demands. The ETSI NFV Industry Specification Group [19] is working on specifications of requirements related to NFV technologies.
10.  Relationships between AMC, SDN, NFV, and 5G (with IPv6)
The figure below summarizes the main points concerning the relationships between the paradigms of SDN, NFV, and AMC. More detailed elaborations on the relationships are summarized in the subsequent sub-sections that follow the figure.Comments for AMC intersection SDN :	Comment by Dr. John Strassner: For some reason comments didn’t work on the table…
· “provides a means to incorporate “intelligence” into the network” is exactly what SDN is NOT trying to do ; multiple documents state emphatically that SDN is about reducing intelligence in the network, and moving it outside to commodity servers.	Comment by Ranganai Chaparadza: Indeed, from SDN point of view, network intelligence should be provided via applications running on the northbound interface, and the presentation by AFI at the Nice workshop discussed the way to follow this approach by integrating the GANA Knowledge Plane’s DEs as the « intelligence providing  applications » that should drive the SDN controller through the Northbound interface (or DEs can ber run-time plugins/libraries for the SDN controller). AFI has worked out the way to intergate the GANA Knowledge with SDN controllers, making the Network Level DEs as applications that drive the SDN ontroller using the northbound interface. However, the need for DEs to directly access MBTS libraries (if the SDN controller northbound interface is not rich enough to expose instruments required by DE’s to perfom autonomic management of a network that is hybrid (also has legacy and requires multiple protocols on the southbound interface).
· SDN currently has no well-defined NBAPIs; in fact, it is proposing multiple NBAPIs, and I’m not sure how they are related. The worry is that since there is no specification for an SDN Controller, each vendor-specific SDN controller is, in effect, its own silo!	Comment by Ranganai Chaparadza: Sure, that is why in the AFI presentation there is discussed a possibility that the MBTS libraries could be intergrated into the controller but also be exposed by the SDN controller to DEs of the Knowledge Plane so that if the NBAPIs are limited, DEs in the Knowledge should be able to make calls directly to the MBTS libraries (embeded in the SDN controller). 
· For point (2), I agree, but isn’t this obvious? I feel like I am missing something…	Comment by Ranganai Chaparadza: Checking whether something went missing here
Comments for AMC intersection NFV :
· What is the point of 3?	Comment by Ranganai Chaparadza: This was coming from a suggestion from a colleague from Ericsson that since the autonomic network is governed though what is defined in the GANA as the GANA Network Profile (a structure that embeds operator specified network objectives, policies and configuration data that gets provided as input to the network), there is a need to study how to relate concepts like DMTF CIMI (i.e. cloud management systems) to the generation of input that must populate a Network Profile, which is then pushed into the autonomic network. But this would apply to similar aspects defined in the NFV MANO architecture interfaces to the Orchestator, w.r.t. to how to provide input such as network objectives and policies and some config data to the configuration process of the network.
Comments for AMC intersection 5G :	Comment by Ranganai Chaparadza: Yes, absolutely, we need to provide such details.
· For (1): Agreed. However, you should state what AMC can do to meet these expectations. 
· For (2): Agreed, but same as above.
Comments for IP intersection with each of SDN, NFV, and 5G :
· Same as above. You should state what AMC can do to meet these expectations. 
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(1) Autonomics through the GANA Decision Elements (DEs) provides a means to incorporate “intelligence” into the network at the various levels defined by the ETSI AFI GANA Model [1]. GANA Knowledge Plane DEs can make use of the Northbound Interfaces of SDN controllers to perform autonomic management & control of network services and parameters [7]. GANA MBTS may be the means to implement Multi-Protocol Southbound Interface of SDN Controller .

(2) Autonomic Service-specific Management DEs in the GANA Knowledge Plane should be bound to the Network Services (Apps) they autonomically manage.

(3) The ETSI AFI GANA Model includes SDN Enablers that bring value to the broader notion of SDN (Software-Driven or Software-Empowered) Networks [7].









IPv6, SDN & NFV nicely complement each other when deployed together, because together they enable innovation, automation, large address space and scalability, and the power of IPv6 Extension Headers [10][15][16]


















5G
(1) In 5G, more advanced Self-Organizing Network (SON) Functions are expected, beyond SON functions already introduced for 2G/3G/4G.  Enrichment of SON with advanced autonomic and/or cognitive algorithms/behaviors is also expected, as is autonomic coordination of SON functions on inter-system interfaces of Multi-RATs and Fixed/Mobile convergence interfaces.

(2) 5G embedded Autonomic Functions (AFs) are enablers for the edge, backhaul and core network nodes to optimally and adaptively handle the anticipated huge traffic volumes and diversified traffic flows of the 5G network. Also, advanced autonomicity in network & services resilience is needed.











The impact of IPv6 in 5G needs to be closely considered and researched in order to exploit the features of IPv6 in 5G networks, especially considering the complementarities with SDN, NFV and AMC



NFV
(1) ), The ETSI AFI GANA Knowledge Plane can fuse together Network Control and Management, since operations get performed by the same system. This enables a simpler and more efficient management of VNFs, while concurrently being able to autonomically manage the legacy physical nodes/devices as well.

(2) The ETSI AFI GANA Reference Model takes into consideration the impact of virtualization [1][7].

(3) Orchestrators can interwork with the GANA Knowledge Plane and the GANA Network Governance Interface [7].























IPv6, SDN & NFV nicely complement each other when deployed together, because combined together they open a lot of doors to Innovation, automation, large address space & scalability, and the power of IPv6 Extension Headers [10][15][16]




Projects like EC-FP7 EFIPSANS Project [14] established how IPv6 is an enabler to designing/building autonomic networks & services (www.efipsans.org)

10.1. SDN and AMC Applied to Networks and Services: a perspective from ETSI/NTECH/AFI WG
The relationship between SDN and AMC is described with respect to the ETSI AFI GANA Reference Model [1], a blueprint that describes the concepts and design principles for “autonomic-enabling Functional Blocks (FBs) and their associated reference points and characteristic information communication”.

AMC and SDN share the same objective of enabling programmable, manageable, and cost-effective networks and services. Autonomic Functions (e.g., the DEs defined by the ETSI AFI GANA Reference Model [1]), must continuously read the state of the network and write state changes into the network. This is done by reading, analyzing and inferring network state from monitoring data (including events) emitted by the network elements, and planning some actions to program the network services and resources in order to put them into a desired optimal runtime state of operation. In a nutshell, network “state” includes monitoring data exposed by the network itself as well as configuration-data pushed by management or control-software into the network to effect (re-)configuration or (re-)programmability of network behavior.	Comment by Dr. John Strassner: This is, of course, true. However, it doesn’t mention external influences, such as regulatory policies or business rules, that indirectly affect the state of the network.	Comment by Ranganai Chaparadza: Yes, we could mention the mention external influences, such as regulatory policies or business rules, that indirectly affect the state of the network.

The value the ETSI AFI GANA Reference Model brings to SDN in its broader picture via the SDN Enablers defined in the Model can be summarized as follows (refer to [7] for more details):

· Modularization of logically centralized control software through GANA network-level DEs in the GANA Knowledge Plane and Reference Points Definitions;
· Primitives for programmability of managed entities (e.g. networking resources and network services) at various layers where programmable managed entities may exist;	Comment by Dr. John Strassner: Programmability of what?	Comment by Ranganai Chaparadza: To be completed..something went missing
· Use of run-time executable behavioral models to complement the use of policy-control; 
· The role and value the GANA MBTS (Model Based Translation Service) brings to SDN (Note: the implementation of the MBTS libraries should build on the implementation of the MBTL in FOCALE[20]);
· The role and value the GANA ONIX (Overlay Network for Information eXchange) brings to SDN;  
· Interworking the GANA Knowledge Plane and SDN Controllers; 	Comment by Dr. John Strassner: There isn’t even a management plane in the SDN Architecture. I doubt they will want this…	Comment by Ranganai Chaparadza: In the Nice workshop AFI presentation given by Tayeb, the proposal is that if there is a Northbound Interface(s) to be defined, the option for Knowledge Plane DEs to use the Northbound interface as « intelligence providing applications » would mean that there is no need to change anything on the SDN architecture. However for the point mentioned « lack of a management plane », the AFI presentation suggests that the MBTS be the way to implement the multi-protocol southbound interface of the the SDN controller so as to make DEs in the Knowledge Plane the full scale of network management and control for networks networks as well by accessing MBTS libraries, which should be exposed by an SDN controller to the Northbound interface.It would be up to the implementer of SDN controllers to intergrate the MBTS libraries or not. So with the options presented by AFI, it would be possible to integrate the Knowledge Plane this way without any disruptions to the SDN architecture. I think this subject can  be discussed further.
· GANA “Decision Elements” logics can be viewed as “software” that can be loaded into nodes (to enhance a node’s self-* features, such as self-adaptation) and into the network (enabling “software-empowered networks” and to enable distributed control using distributed algorithms).

10.2. NFV and AMC of Networks and Services: a perspective from ETSI/NTECH/AFI
The relationship between  NFV and AMC is described in the light of the ETSI AFI GANA Reference Model for Autonomic Networking, Cognitive Networking and Self-Management [1]. 

From the ETSI AFI GANA Reference Model perspective, there are various dimensions of virtualization that need to be considered. For example, a virtual node (e.g., a virtual machine) may require that an associated instantiation of the GANA Level-2 DE(s) and/or level-3 DEs be created and bound to the virtual node as its own DEs.  In [1] a way to use a Hypervisor to implement the GANA Level-2 and Level-3 DEs is provided. In the fusing together of Network Management and Control (as the operations get performed by the same system), The GANA Knowledge Plane also needs to autonomically manage and control legacy functions as well as the Virtualized Network Functions (VNFs) provided by the physical and virtual network nodes in the NFV (Network Functions Virtualization) Paradigm. There is a need to investigate how the DMTF Cloud Infrastructure Management Interface (CIMI) can relate to the concept of GANA Network Profiles, and how input specified through CIMI can be translated into elements of the GANA Network Profiles used in network resource configurations and orchestration. Cloud Orchestrators can interwork with the GANA Knowledge Plane and Network Governance Interface defined in GANA.	Comment by Dr. John Strassner: Too much of a leap for the reader that has never read [1]. For example, why would a node require anything from GANA ? What would it gain by having a GANA DE ?	Comment by Ranganai Chaparadza: Thanks. We are thinking of rewording or elaborate a bit to make the reader connect the main points	Comment by Dr. John Strassner: The reader will have no idea what a level-i DE is. This needs rewording.	Comment by Ranganai Chaparadza: Yes, we will reword this part	Comment by Dr. John Strassner: Why? What does CIMI provide that other SDOs don’t?	Comment by Dr. John Strassner: Yes, but how? Simply stating this without explaining it is frustrating to a naive reader.	Comment by Ranganai Chaparadza: Thanks. We will elaborate to say how.

10.3. IPv6 in the picture with AMC, SDN and NFV: a perspective from IPv6 Forum and IEEE SDN and NFV ET subcommittee
The European Commission funded the FP7 EFIPSANS project [14] to examine how IPv6 features could be exploited/extended for the purposes of designing/building Autonomic Networks and Services. The project demonstrated the features intrinsic to IPv6 (and necessary extensions) that enable network nodes to auto-discover information, topology and human supplied network configuration profiles, and perform self-configuration with a minimum of human intervention (as guided by the network profile) [14][16]. The project also demonstrated how Autonomic Functions (AFs), such as Decision-making Elements designed following GANA principles, could be used to autonomically manage IPv6 protocols, mechanisms and parameters in IPv6-enabled networks. It also demonstrated how to leverage autonomics-enabling IPv6 features. The AFs enrich the autonomic behaviors of the network by dynamically adjusting protocol parameters and configurations to adapt to various challenges and changes in the network (e.g., load on links, risks of node failures in certain conditions, network damage, mobility and QoS requirements of traffic flows and volumes, network goals, and policy changes by the operator).  Ways to enhance existing protocol behaviors, such as those of OSPF, were developed in the EFIPSANS project [17].	Comment by Ranganai Chaparadza: You are right. Maybe we could say ways to enhance existing protocol behaviours for self-adaption that are based on a simple protocol-intrinsic control-loop(s) found in protocols like OSPF…

An aspect of IPv6 and autonomic networking that could be considered for a standardization activity is the derivation of specific IPv6 feature(s) in a particular autonomics-enabled architecture that is “based on AFI work on GANA Instantiation onto the particular target architecture” [15]: 

· Specific usage requirements for IPv6-Feature(s) in autonomics-enabled SDN that facilitate defining a reference architecture “based on mappings/instantiation of the GANA Model onto a particular SDN facilitating Architecture”;
· Specific usage requirements for IPv6-Feature(s) autonomics-enabled 3GPP and non-3GPP Mobile Network Reference Architectures; 
· Specific usage requirements for IPv6-Feature(s) in autonomics-enabled Broadband Forum (BBF) Reference Architecture;
· Specific usage requirements for IPv6-Feature(s) in Autonomics-enabled NGN/IMS Architecture;
· Specific usage requirements for IPv6-Feature(s) in autonomics-enabled TISPAN CDN Reference Architecture;
· Specific usage requirements for IPv6-Feature(s) in autonomics-enabled Wireless Adhoc/Mesh/Sensor network architectures.

Regarding IPv6 and SDN & NFV, discussions during the IEEE Globecom 2013 Industry Forum Session IF22: Impact of Deploying IPv6 based SDN on Enterprise Networking [10], provided arguments why IPv6, SDN, and NFV complement each other when deployed together by combining the three to work together, rather than deploying each of the technologies independently of the other two in disparate networks. The advantages of combing them include increased ability to innovate, increased automation of network functions, scalability in true end-to-end addressing (addresses allocation) for many physical or virtual nodes and enablement to create networks of networks, and other complementary features of SDN and NFV [10].	Comment by Dr. John Strassner: I don’t understand this part. Scalability in adding devices? What’s the difference between a node and a device? Or do you mean something else?	Comment by Ranganai Chaparadza: Fixed. I think this was refering to physical or virtual nodes
11. SDOs/Fora brief reports on SDN, NFV and AMC activities
Each Group can use the Template provided for making contributions
11.1. TMF
Contribution will come here: 
11.2. ETSI  NFV ISG
Contribution will come here:
11.3. NGMN
Contribution will come here:
11.4. BBF
Contribution will come here:
11.5. ETSI / E2NA / NTECH / AFI
Contribution will come here:
11.6.  ITU-T SG13 & SG2
Contribution will come here:
11.7. IEEE NGSON
Contribution will come here:
11.8. OMG SDN WG
Contribution will come here:
11.9. 3GPP SA5
Contribution will come here:
11.10. OMA
Contribution will come here:
11.11. NIST
Contribution will come here:
11.12. OGF
Contribution will come here:
11.13. other groups interested to provide input will be added

12. Conclusion
We need to conclude with a description on how readers can follow up and join the activities xxx
Other points
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