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3
Rationale

3GPP Distributed SON on Mobility Load Balancing (D-MLB) is currently specified by RAN3 [2].

The TR 32.860-030 [1] scope is to identify if D-MLB can be improved.

The TR 32.860-030 [1] currently have defined one Problem Statement on “Non-uniform load distribution” (see subclause 4.2.1.4 of [1]).
This pCR is the analysis of the Problem Statement.
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5.2
Analysis
5.2.1
Interoperability issues

5.2.2
MLB algorithms misalighment

5.2.3
Non-uniform load distribution
5.2.3.1
Possible solution one

This subclause examines the Problem Statement “non-uniform load distribution” (subclause 4.2.3) and presents a possible solution.
The following diagram (from subclause 4.2.1.4) is used to describe the Problem Statement.  It supposes that the eNBs are using the following algorithm based on two thresholds:

-
The eNB stops accepting offload requests when it is loaded over L=70% and tries to offload when it is over H=80%

Suppose the loading of the four eNBs are those depicted in the diagram. The “eNB#2 and eNB#3 are potential offload targets for eNB#1. Suppose that behind eNB#3 there is eNB#4 with low load. Then eNB#2 and eNB#3 will not offload to eNB#4. It should be noted that eNB#4 is not a neighbour of eNB#1 so there is no X2 connection between them; therefore the load situation at eNB#4 is not visible to eNB#1. In this situation eNB#1 will try to offload to eNB#3 and  eNB#2, but these requests will be rejected  The load distribution will remain far from uniform; the max:min ratio in this case will be 3:1”.
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Figure 1: Extract from subclause 4.2.1.4
1. The depiction of eNB#3 or eNB#2, in a state where it would reject incoming offload request while knowing it can offload, cannot and should not occur for an algorithm for load balancing.  An algorithm for load balancing of eNB (e.g. eNB#3) should or is expected to trigger offload to its neighbour (e.g. eNB#4) when:
a. It knows traffic can be distributed more uniformly, e.g. to eNB#4. Namely, it knows its load is near or at the threshold to reject offload request and;
b. It knows eNB#4 can accept offload request.  
2,
The distributed nature of D-MLB is not limited to direct neighbour cells, but it is extended to a wider neighbourhood due to the capability of D-MLB to spread traffic loads independently of whether load thresholds are reached in any specific cell.
3.
The Problem Statement assumes D-MLB implementations (in eNB#3 and eNB#2) would not off-its-load to eNB#4 knowing eNB#4 has low load (30) and knowing its load is near or at the threshold (to reject incoming offload request). This assumption, if true, shows the D-MLB implementation is not performing load balancing. We suggest use of vigorous testing procedure to identify these types of D-MLB implementations, remove or correct them. 
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