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Rationale

In the TS 36.423, 9.2.45 the Composite Available Capacity (CAC) is defined as combination of Cell Capacity Class Value and Capacity Value defined further in 9.2.46/47. For simplicity, in this contribution maximum capacity of all involved cells is assumed equal (to 100) so that the Cell capacity Class Value can be omitted in all formulas. 
As different from load indicators specified in the TS 32.425, the Capacity Value is computed by the eNB itself, with knowledge of proprietary resource allocation algorithms. 
We can expect that the CAC computation algorithms implemented by different vendors may be very different. The goal of this contribution is to show that even small difference between two algorithms may affect performance of the MLB.
An example of CAC computation algorithm is considered (see Fig. 1) where the Capacity Value towards certain neighbor eNB is computed as
B = 100 – G – N – S

S is the internal design parameter that specifies how much of the total capacity is reserved e.g. to deal with possible traffic demand fluctuations that may be caused for example by mobility.
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Fig. 1. Example of CAC computation algorithm 

For simplicity, it is assumed that at two neighbors eNB1 and eNB2, the CAC computation algorithms are identical except the value of S. Both eNBs are deployed in the area with comparatively low mobility.
The following numerical values are considered in the example

	
	eNB1
	eNB2

	G
	5
	10

	N
	90
	60

	S
	5
	30

	B
	0
	0


In this example eNB1 is provisioned to attempt offload when it is loaded above 80%, assuming that the neighbour eNB signals a positive CAC value.  The eNB2 has enough free capacity to offload, say, 10% from the eNB1, however in this example the CAC value B signalled by the eNB2 is 0 therefore no load balancing actions will happen. The reason is that the configuration of eNB2 requires reservation of comparatively large part of the total capacity: S = 30.
The problem can be solved by having the parameter S configurable via OAM in which case the operator will be able to align configuration of eNBs from different vendors. In the above example, for the eNB2 the value S would be set e.g. to 20 and then the signalled CAC would be 10, thus enabling offload from eNB1 to eNB2. 
4
Detailed proposal

	1st proposed change


4.2.1.5

Use Case for MLB Parameters alignment (CAC)
In the TS 36.423, 9.2.45 the Composite Available Capacity (CAC) is defined as combination of Cell Capacity Class Value and Capacity Value defined further in 9.2.46/47. For simplicity, the Cell Capacity Class Value is assumed equal at all involved eNBs and omitted in all following formulas. 

As different from the load indicators specified in the TS 32.425, the Composite Available Capacity is computed by the eNB itself with knowledge of proprietary resource allocation algorithms. 
CAC computation algorithms implemented by different vendors may be very different. The difference between two algorithms may cause significant difference in the load level that can be achieved by the MLB.

An example of CAC computation algorithm is considered (see Figure 4.2.5-1) where the Capacity Value towards certain neighbor eNB is computed as

B = 100 – G – N – S
S is the internal design parameter that specifies how much of the total capacity is reserved e.g. to deal with possible traffic demand fluctuations e.g. because of mobility.
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Figure 4.2.5-1. Example of CAC computation algorithm 

For simplicity, it is assumed that at two neighbors eNB1 and eNB2, the CAC computation algorithms are identical except the value of S. Both eNBs are deployed in the area with comparatively low mobility.
The following numerical values are considered in the example

	
	eNB1
	eNB2

	G
	5
	10

	N
	90
	60

	S
	5
	30

	B
	0
	0


In this example eNB1 is provisioned to attempt offload when it is loaded above 80%, assuming that the neighbour eNB signals a positive CAC value.  The eNB2 has enough free capacity to accept offload, of, say, 10% from the eNB1, however in this example the CAC value B signalled by the eNB2 is 0 therefore no load balancing actions will happen. The reason is that the configuration of eNB2 requires reservation of comparatively large part of the total capacity: S = 30.

The problem can be solved by having the parameter S configurable via OAM in which case the operator will be able to align configuration of eNBs from different vendors. In the above example, for the eNB2 the value S could be set e.g. to 20 and then the signalled CAC would be 10, thus enabling offload from eNB1 to eNB2.
	End of proposed changes
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