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Rationale

The purpose of this paper is to clarify methodology used in [5] for scenarios where MLB instances at neighbour eNBs are designed by different vendors and where therefore MLB algorithms may be not aligned.

The need in such paper in our view was clearly shown by the discussion on contributions [6] and [7]. Most of arguments raised against the contributions were actually focused on the methodology, challenging case-by-case consideration of possible MLB algorithms. 

3.1
Introduction
We can expect that MLB algorithms implemented by different vendors may be very different. The question is whether such misalignment can cause problems. An intuitive answer would be “yes, it’s possible”. For example after the eNB #2 (vendor #2) received load information from the eNB #1 (vendor #1), it may decide it is more loaded than the neighbor and therefore expect that eNB #2 accepts offload request. On the other hand, eNB#2 might have quite different opinion. 

3.2


Are there any specifications of MLB algorithm(s)?

By MLB algorithm we understand the algorithm used in particular MLB implementation for making such decisions as 

· whether offload is needed at this point

· If yes, which neighbor eNB(s) to target 

· How to negotiate the mobility parameters change with the target eNB

· How many / which mobiles to offload and to which neighbor

· How to handle the neighbor’s request for the mobility parameters change offload: accept / reject / suggest another value? How to handle the neighbor’s request for the load balancing HO?  

· (may be more)

3GPP specifications such as TS 36.300 and 36.423 contain definition of load information transferred between MLB instances over X2.  

However 3GPP documents do not contain any specifications or assumptions of MLB algorithms or requirements to such algorithm. In particular, there are no specifications or requirements of which elements of load information should be actually used by the MLB algorithm.  

We focus on the following elements of the MLB algorithm based on the information of load situation in the eNB and neighbours:

-
decision whether offload is needed 

-
assessment whether a neighbor eNB is ready to accept offload 

-
decision whether an offload request received from a neighbor, should be accepted or rejected

3.3


What would be the complete solution of this problem?

The complete and final solution would be to provide an example of an ideal (“golden”) MLB algorithm that properly works against ANY OTHER POSSIBLE MLB ALGORITHM running in the neighbor eNBs. The contributors are not aware of such “golden” algorithms and doubt it’s possible at all.

The alternative is to identify and analyze a set of scenarios (examples) where two different MLB algorithms interoperate. This approach was proposed (and in fact accepted) in the TR 32.860.

3.4

The suggested methodology and example of the MLB algorithm

The suggested methodology includes analysis of particular scenarios (examples) where two different MLB algorithms interoperate. 

Sec. 4.2.1.3 in [5] outlines an example of the MLB algorithm that mimics the following aspects that might be used in real MLB implementations:

A. If the load on the eNB is low, it does not try to offload 

B. Otherwise the MLB tries to offload to the neighbors which, according to their load reports, may agree to accept the offload

C. If the eNB is not overloaded, it accepts offload requests from neighbours 

The algorithm is using load indicators that are “positive” in the sense that their values go up when the load goes up. It is different from CAC for which the signaled value (available capacity) goes down when the load goes up.

The algorithm is based on two thresholds, H and L; the eNB tries to offload when its load is over H and accepts offload requests when its load is below L. Same thresholds are used by the eNB to assess the load situation of neighbors.

The scenario under consideration is that two eNBs are running this algorithm and exchange load reports according to the TS 36.423.  Then there are two possible cases. 

Case 1. Suppose that the parameters (thresholds) are aligned; in particular it will be the case when the two eNBs are produced by same vendor. 

Then the MLB’s behavior will be as follows 

	
	eNB#2 load < L
	L < eNB#2 load < H
	eNB#2 load > H

	eNB#1 load < L

	Both eNBs do not try to offload because they are under level H
	Both eNBs do not try to offload because they are under level H
	eNB#2 tries to offload; eNB#1 accepts offload

	L < eNB#1 load < H

	Both eNBs do not try to offload because they are under level H 
	Both eNBs do not try to offload because they are under level H
	eNB#1 does not try to offload because it’s under level H
eNB#2 does not try to offload because of information from eNB#1 that its load is > L



	eNB#1 load > H
	eNB#1 tries to offload; eNB#2 accepts offload


	eNB#1 does not try to offload because of information from eNB#2 that its load is > L 

eNB#2 does not try to offload because it’s under level H
	eNB#1 does not try to offload because of information from eNB#2 that its load is > L

eNB#2 does not try to offload because of information from eNB#1 that its load is > L


Therefore every of two eNBs, either does nothing (if not overloaded or another eNB is supposed to reject the offload request) or requests offload and then the offload is accepted by the other eNB. The conclusion is that the behavior of two eNBs is properly coordinated and reasonable.

Case 2. Two eNBs are running same algorithm but with different parameters (thresholds). 

The following numerical example was considered: 

For eNB#1 (vendor #1) H1 = 85%, L1 = 70%, current load = 70%.

For eNB#2 (vendor #2) H2 = 90%, L2 = 80%, the current load is above 90%

Then

· eNB#2 considers itself overloaded  ( > L2) to the extent that requires offloading to the eNB#1

· eNB#2 receives load report (70%) from eNB#1 and compares this to the threshold L2. The conclusion will be that the load on the eNB#1 must be small enough for the eNB#1 to accept offload. 

· Based on above, eNB#2 repeats offload requests to eNB#1

· However eNB#1 considers itself overloaded enough ( ≥ L1) to reject offload requests

Therefore in this case the behavior of two eNBs is not coordinated. The only difference between their MLB algorithms is in parameters, but even such minor misalignment affects interoperation. From the point of view of eNB#2, offload to eNB#1 is needed and must be accepted by the eNB#1, but in fact no load balancing actions happen.
3.5


More possible algorithms?

The algorithm outlined in 4.2.1.3 [5] is just one of possible examples. Adding more examples will be helpful for analysis, especially if they satisfy conditions A – C in 3.4. 

3.6


Possible solution for the particular example of the MLB algorithm

If neighbor eNBs are running algorithms similar to those described in 4.2.1.3 [5], one possible solution would be to align their configuration parameters via OAM [6]. Then it will be already within the Case 1 in 3.4 with coordinated behavior of two eNBs. To see how universal this approach is, more examples should be considered.

