3GPP TSG SA WG5 (Telecom Management) Meeting #94
S5-140785
24-28 March 2014 Palm Beach (Aruba)
revision of S5-140771
Source:
Cisco, Deutsche Telecom
Title:
pCR to TR 32.860 MLB parameters alignment
Document for:
Approval

Agenda Item:
6.10.2
Study on Enhancements of OAM aspects of Distributed Mobility Load Balancing (MLB) SON function
1
Decision/action requested

Approval
2
References

[1]
3GPP TR 32.860 V0.2.0 (2014-02) Study on Enhancements of OAM aspects of distributed Self-Organizing Networks (SON) functions
[2]

S5-131959 Discussion paper - Example Use Cases for OAM aspects of distributed MLB
3
Rationale

The TR 32.860 [1] in clause 4.2.2 includes example of simple MLB algorithm which does not necessarily work in case when parameters of the algorithm at two neighbour eNBs are not aligned.

One possible solution would be to have MLB configuration parameters available via OAM interface. Then the values of these parameters in neighbour eNBs can be aligned via network management. 
Then the particular problem outlined in in [1], 4.2.2 can be resolved by setting same thresholds at the neighbor eNBs. As a simple example, the NM can set L = M = 90% at both eNBs. In this case every of two eNBs, if it is over 90% will try to offload to another one; the offload request will be accepted if the ofload target is under 90%. Therefore the MLB will try to even load between the two eNBs.
The proposed changes include clarification that the problem statement does not cover the case of Composite Avilable Capacity (CAC) metrics. The reason is that in the problem statement it is assumed that higher value of the load metrics corresponds to higher eNB load while for CAC it’s opposite. 
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Detailed proposal

	1st proposed change


4.2.2 
MLB algorithms misalignment 
4.2.2.1
Problem statement
The following example includes two eNBs from different vendors in which MLB decision algorithms are not aligned and the load is measured using one of metrics defined in TS 32.425 or their derivatives (average, peak etc.). This problem statement is not applicable in case the distributed MLB is implemented with Composite Available Capacity (CAC) indicator.
Then the eNBs exchange correct X2 messages and properly understand each other, but real load balancing may not happen. To make the case stronger, in this example two eNBs are using similar algorithms and only configuration parameters of the algorithm are different:

-
eNB#1 (vendor #1), stops accepting offload requests when it is loaded over 70% and tries to offload when it is over 85% 

-
For eNB#2 (vendor #2) these thresholds are 80% and 90%. 

.. For the purpose of comparison it is assumed that 100% of load at the eNB#1 are equivalent to 100% of load at the eNB#2. 

Suppose that eNB#1 is at 70% and eNB2 goes over 90%. Then eNB#2 will permanently try to offload and eNB#1 will be rejecting offload requests. No load balancing actions will happen.
4.2.2.2
Possible solution

One possible solution is to make the thresholds L, H controlled via the Itf-N interface. In this case the NM can align these parameters between neighbour eNBs. Then the above problem can be resolved by alignment of the thresholds at the neighbor eNBs. For example, the NM can set L = H = 90% at both eNBs. Then every of two eNBs, if it is over 90%, will try to offload to another one; the offload request will be accepted if the ofload target is under 90%. Therefore the MLB will try to keep the load at both eNBs below 90% when possible.
	End of proposed changes


