1

3GPP TSG SA WG5 (Telecom Management) Meeting #94


Palm Beach, ARUBA 24-28 March 2014revision of S5-121abc 
S5-140620
Source:
Ericsson
Title:





   pCR on TR 32.860-020 on problems modifying D-MLB decision by NM
Document for:
Approval

Agenda Item:
6.9.2
1
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3
Rationale

3GPP Distributed SON on Mobility Load Balancing (D-MLB) is currently specified by RAN3 [2].

The TR 32.860-020 [1] scope is to identify if D-MLB can be improved.

Improvement (except those to be done by RAN3 and confirmed to be done by RAN3) would involve NM sending instructions to nodes to influence or change their D-MLB implementations’ behaviours.

This pCR captures the problems of improvements that involve NM.
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4.3
Analysis

4.3.1
Problems of involving NM
This section presents the problems of using NM to influence or change the decisions of Distributed SON implementations.
1. Use of NM has the scalability problem as the number of cells in the network increases. A non scalable solution is not future proof in that it is difficult, if not impossible, to predict when the solution would break as the number of cells increases.

2. Not entirely independent from point 1 above, use of NM requires volumes of network statistical data transferred from managed nodes towards the NM periodically where periodicity is not in hours but perhaps in minutes or seconds. The impact of high volume and rate of statistic data transfer across the Itf-N has not been properly investigated. Furthermore, the time required for the transfer of network statistical data to the NM for analysis and the time required for the transfer of “commands or instructions” in the opposite direction have two problems:

A. The time required for the transfer of data from managed nodes to the NM for analysis makes it impossible for the NM to react in near real time to traffic load changes, which is the primary purpose of D-SON currently specified in 3GPP.

B. Because of the time required for the transfer of data from managed nodes to the NM for analysis, the NM works on stale data that may force adjustments to MLB that have been already addressed dynamically by the D-SON in near-real time. This will destabilise the collaborating D-SONs and lead to a non-converging algorithms.
3. Use of a NM has the single-point-of-failure problem. Impact of NM failure is not localized but can cripple the operation of the entire network. 

4.2.1.1 4.3.2

Problems of involving NM in D-MLB
This section presents the problems of using NM to influence or change the decisions of the collaborating D-MLBs.
1. RAN3 have defined an Information element (IE) called Composite Available Capacity (CAC) [3], which is able to provide available capacity with respect to the overall cell capacity “as estimated by the eNB itself” to target eNBs. This was the result of a long and careful investigation after which RAN3 concluded that the eNB is the only node that can reliably calculate available capacity. It is a mistake not to use CAC but to use PRB utilization, for example, to derive available capacity. This is a mistake because non-GBR (non-guaranteed bit rate) traffic can be deliberately overprovisioned to enhance QoS (see bullet 2 and bullet 6.A below), resulting in a higher PRB utilisation that would mislead the NM to trigger the unnecessary load balancing procedure (since PRB usage for non-GBR traffic could be reduced at anytime by the eNB, which is not in a situation of overload).
2. A proper D-MLB will always balance its load in an equitable way among eNBs, without waiting for its load to reach harmful levels to start requesting offload. The current RAN3 standard allows for this (proper) behaviour to happen both in intra vendor and in inter vendor D‑MLBs by defining the CAC IE, which ensures interoperable exchange of load levels. A D-MLB, even when overprovisioning, can provide its target eNBs a CAC value that takes into account of its ability and possibility to reduce its resources for overprovisioned users.

· This point raises the issue of compatibility. The NM decision to rebalance load not based on CAC value is a mistake due to the unreliable information derived from, say PRB utilisation (see bullet 4, 5 and 6 below) and it will clash with the decision made by D-MLB (whose decision to rebalance is based on CAC), deployed now or in the future. 

3. The D-MLB works in synergy with other distributed SON functions. For example, there is a tight coordination between MRO and D-MLB, which in general has to adapt to the adjustment done by distributed MRO. Another example would be: a D-MLB may want to offload even in light load when it knows that some cells need to be de‑activated to allow entry into energy saving mode. The NM is not aware of the needs of other distributed SON functions and therefore, its instructions to influence or change D-SON decisions can be wasteful on network resources and most probably, contradicting the goals of the collaborating D-SON functions. Furthermore, decisions taken by the NM can clash with other functions, causing unnecessary mobility failures and KPI degradation. 
4. Suppose rebalancing is not based on CAC but based on say, peak and average PRB utilization. The use of peak usage is not relevant as the peaks can be short or long, dynamic, unpredictable and are not necessarily sign of overload, i.e. RAN implementations can deliberately and legitimately decide to overprovision certain bearers in order to work at near maximum load.
5. Traffic load and pattern can change suddenly and must be handled by D-MLB (i.e. the NM cannot handle sudden changes). Since D-MLB can deal with sudden changes, then by definition, it can also deal with non-sudden changes. That means D-MLB can deal with any traffic load and traffic pattern changes rendering any other function such as NM unnecessary. It is worth pointing out that the distributed nature of D-MLB is not limited to direct neighbour cells, but it is extended to a wider neighbourhood due to the capability of D-MLB to spread traffic loads independently of whether load thresholds are reached in any specific cell.
6. The NM is not capable of detecting every particular burst. But it can be made aware of parameters as peak and average PRB utilization. Then the NM can evaluate offload candidates based on these parameters and influence and change the behaviour of D-MLB. This claim is true. But the influence, derived from such evaluation, are faulty because:
A. A D-MLB implementation may deliberately overprovision resources to current users and allow its load to approach 100%. The average PRB utilisation, in this case, will be high but by no means confirming congestion. Collaborating D-MLBs are using CAC that represents the minimum amount of resources needed to serve the served bearers. Therefore, using average PRB utilization, which includes e.g. overprovisioned non‑GBR traffic, to trigger rebalancing is wrong and would clash with decisions made by the collaborating D‑MLBs. 

B. With new data services and user behaviour, it is likely that only a few users would generate a significant high load (contributing to peak utilization), compared to average load, for a period of time. The D-MLB is designed to handle such high load bursts. The NM cannot deal with such high load bursts.
C. The NM uses the past (statistics) to predict a load situation. This strategy has the following problems.
a. The prediction, based on the observed past, might be unreliable and misleading. Given the presence of D-MLB (whose task is to adjust load in near real time), it is questionable why there is a need for an additional strategy to adjust load using prediction which might be unreliable and misleading.
b. The prediction strategy can be classified as Frequentist probability
 or frequentism which is the standard interpretation of probability. By definition, in our context of discussion, loading strategy that can handle average load would fail when higher than average load occurs. Taking this frequentist approach to the extreme, one could (as an often referred example in probability literature) predict the probability of Obama winning the 2008 presidential election was nil since no black man ever won it before. 
See Appendix A for a detail analysis of this strategy.
D. Using average PRB for capacity planning may work only if most users’ loads are close to the average load (as in the case of loading in GERAN or CS UTRAN). Using average PRB would not work in our current case where it is expected that a small percentage of users would generate significantly higher (than average) load. 
E. Load balancing does not purely involve shifting load from one cell to another. An important aspect of load balancing is related to the UE and RAN capabilities and the possibility to offload UEs with certain capabilities to cells where such capabilities can be exploited. For example, UEs that are CSG capable and member of a Hybrid neighbour cell shall be offloaded to that cell with a higher priority. Similarly, offloading can be performed also for reasons of interference mitigation: a UE could be handed over from a macro to a pico cell for the main purpose of reducing DL interference to Pico UEs, independently of load.
4.4
Recommendations
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Appendix A: Problem of using past (statistics) to predict load situation

The user i in a cell desires the bitrate Ri in the downlink (uplink is analogous). Over a time window, each user thus needs (Ri * the length of the time window) bits transferred. Consider a long term time window T (typically as considered by the hybrid CE MLB), and a short term time window t (typically considered by D-MLB). 
Assume that T=N * t, and let n denote a short term time step, n=1,…,N.
At time step n, the user is scheduled based on the CSI feedback CQIi,n, and the corresponding bits Bi,n that can be transferred with an acceptable BLER in one PRB can be seen as a function f() of the CQI, Bi = f(CQIi,n). 

Thus, the total number of PRBs at short term time step n can be expressed as:
PRBtot,n = sum,i [Ri*t/f(CQIi,n)]

Furthermore, the average number of PRBs over the long term time interval T can be expressed as:
PRBave = 1/N * sum,n [PRBtot,n]

Due to Jensen’s inequality
 (also known as the flaw of averages), the long term average PRBave can be quite far off from the short term PRB usage. Hence, comparing the long term load between two cells is of little value when it comes to the short term load situation. In such a short term situation, eNB3 can identify the need and opportunity to offload users from eNB3 to eNB4 based on the short term load situation, but more importantly on the short term radio conditions with respect to eNB3 and eNB4 of served users. For example, load balancing on short term if possible given the served users will maintain good margins to shortage of resources. However, such short term mechanisms do not need any information about the long term averages from centralized entities or recommendations based on such average.

In a simple example, assume uniformly spread bitrates over 20 users in a cell. The figure (left) shows the histogram of the short term PRB usage over the 20 users, as well as the long term average. Clearly, the average can be misguiding at times. In an adjacent cell, there are two users at quite favorable radio conditions that do not fluctuate much, and the figure (right) shows the short term PRB usage histogram and long term average, which in this case are not that far off.
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Load balancing recommendations based on long term averages can thus be misleading, since the recommendation based on long term averages is to always aim at offloading users from cell 2 to cell 1, while in fact the short term load situations can be the opposite with cell 1 more loaded than cell2.

Decisions based on averages will not necessarily be right.
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