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Rationale

For D-SON, particularly MLB, 3GPP specified only X2 signalling but not decision algorithms which remain proprietary. 

The following example includes two eNBs from different vendors in which MLB decision algorithms are not aligned. Then the eNBs exchange correct X2 messages and properly understand each other, but real load balancing is not happening. To make the case stronger, in the example two eNBs are using similar algorithms and only configuration parameters of the algorithm are different. 

Two neighbor eNBs from different vendors are using the following algorithms.

•
eNB#1 (vendor #1), stops accepting offload requests when it is loaded over 70% and tries to offload when it is over 85% 

•
For eNB#2 (vendor #2) these thresholds are 80% and 90%. 

Suppose that eNB#1 is at 70% and eNB2 goes over 90%. Then eNB#2 will permanently try to offload and eNB#1 will be refusing offload requests. No load balancing actions will happen; therefore distributon of load will remain far from uniform.
Unavailability of the eNB#1 for oflload can be signaled over X2 for example by the HANDOVER PREPARATION FAILURE message or by exposing zero value of available capacity
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Detailed proposal

	1st proposed change


4.2.x MLB algorithms misalignment – problem statement
The following example includes two eNBs from different vendors in which MLB decision algorithms are not aligned. Then the eNBs exchange correct X2 messages and properly understand each other, but real load balancing may not happen. To make the case stronger, in this example two eNBs are using similar algorithms and only configuration parameters of the algorithm are different:
•
eNB#1 (vendor #1), stops accepting offload requests when it is loaded over 70% and tries to offload when it is over 85% 

•
For eNB#2 (vendor #2) these thresholds are 80% and 90%. 

The load is measured using one of metrics defined in TS 32.425 or their derivatives (average, peak etc.) or proprietary metrics. For the purpose of comparison it is assumed that 100% of load at the eNB#1 are equivalent to 100% of load at the eNB#2. 
Suppose that eNB#1 is at 70% and eNB2 goes over 90%. Then eNB#2 will permanently try to offload and eNB#1 will be rejecting offload requests. No load balancing actions will happen.
	End of proposed changes


