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Introduction

Distributed SON (D-SON) functions are important tools for network optimization. 
The present document studies potential areas where performance of automated D-SON functions can be improved by OAM aspects. It is aimed that such performance enhancements would help network operators in improvement of network efficiency without significant additional expenses. 

1
Scope

The present document aims the following: 
· Identify whether Distributed SON (D-SON) Mobility Load Balancing (MLB) as currently specified in 3GPP can be improved;
· In case potential areas of improvement are identified, propose possible solutions.
2
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3
Definitions, symbols and abbreviations
3.1
Definitions

For the purposes of the present document, the terms and definitions given in TR 21.905 [1] and the following apply. 
A term defined in the present document takes precedence over the definition of the same term, if any, in TR 21.905 [1].

3.2
Symbols

For the purposes of the present document, the following symbols apply:

3.3
Abbreviations

For the purposes of the present document, the abbreviations given in TR 21.905 [1] and the following apply. 
An abbreviation defined in the present document takes precedence over the definition of the same abbreviation, if any, in TR 21.905 [1].

D-SON
Distributed - Self-Organizing Networks
OAM
Operations, Administration and Management or Operations, Administration and Maintenance (OA&M or OAM)

MLB
Mobility Load Balancing

SON
Self-Organizing Networks

TNL


4
MLB SON function
4.1
Background

4.2
Use cases

4.2.1
Use Cases related to multi-vendor HetNet

4.2.1.1
Background

The objective of Mobility Load Balancing (MLB) is to distribute cell load equitably among adjacent cells or to transfer part of the traffic from congested cells to other cells so that radio resources remain highly optimised. 
In MLB, this is done by self-optimization of the mobility parameters.  Handover and cell selection parameters can be tuned in order to cope with the inequitable traffic load and to minimize the number of handovers and redirections needed to achieve the load balancing.  
SON procedures for MLB must be implemented locally at the eNB level and communicate over X2 interface to overcome processing delays and enable a fast adaptation to changing conditions. 
The 3GPP TS 32.522 [2] specifies the location of SON decision algorithm of the load balancing at the eNB.
4.2.1.2
Interoperability issues

One of the most likely deployments where the MLB is expected to play a vital role is in the Heterogeneous Network (HetNet) or multi-layered network deployments. 
HetNets are adopted primarily for improving capacity and coverage in areas with inequitable user distribution. Typically small cells are deployed to provide extra capacity in areas with dense user demand while macro-cells are used to provide coverage in the remaining areas.

A key area that requires operator's attention in such HetNets is the inter-layer coordination for efficient radio resources assignment, in a deployment scenario where different layers of base stations are provided by different suppliers (see figure 4.2.1.2-1). 


[image: image1]
Figure 4.2.1.2-1: System architecture – Distributed MLB in multi-vendor HetNet

The architecture in figure 4.2.1.2-1 assumes that the Load Balancing SON function is located at EM or eNB level for both Macro and Small cell vendors. 
Normally, in this case each vendor would have implemented standardized 3GPP X 2 interfaces 3GPP TS 36.423 [3] and would be able to support most of the X2 exchanges for inter-working purposes. However, possible interoperability issue may arise from the fact that vendors are free to run any load balancing algorithm at any timescale, with any load metrics. Without coordination, the load balancing action might conflict between vendors. 

Hence, in general the main challenges for multi-vendor interoperability over X2 in this deployment scenario are:

· Alignment of supported 3GPP optional signalling; 

· Alignment of exchanged parameters value meaning;
· Alignment of timing for function monitoring and reporting.
It should be highlighted here that in a single vendor environment load balancing entities could be easily aligned, hence most of the above interoperability issues and challenges can be avoided. 

An insight analysis of the details of possible interoperability challenges associated with Load Balancing SON mechanism in multi-vendor HetNets deployments is provided below:

Interface related issues/observations: Load Exchange 

The X2AP provides a range of functions including Load Management. This function is used by eNBs to indicate resource status, overload and traffic load to each other.

An eNB should support the following X2AP elementary procedures/messages for exchange of load information:

-
X2AP Resource Status Reporting Initiation

-
RESOURCE STATUS REQUEST

-
RESOURCE STATUS RESPONSE

-
RESOURCE STATUS FAILURE

-
X2AP Resource Status Reporting

-
RESOURCE STATUS UPDATE

3GPP TS 36.423 (X2AP) [3] defines the RESOURCE STATUS UPDATE message containing the following measurement Information Elements (IEs) for reporting of cell load (as highlighted in Table 4.2.1.2-1). This message is sent by one eNB to neighbouring eNB to report the results of the requested load-related measurements.

Table 4.2.1.2-1: X2AP RESOURCE STATUS UPDATE
	IE/Group Name
	Presence
	Range
	IE type and
 reference
	Semantics 
description
	Criticality
	Assigned 
Criticality

	Message Type
	M
	
	9.2.13
	
	YES
	ignore

	eNB1 Measurement ID
	M
	
	INTEGER (1..4095,...)
	
	YES
	reject

	eNB2 Measurement ID
	M
	
	INTEGER (1..4095,...)
	
	YES
	reject

	Cell Measurement Result
	
	1
	
	
	YES
	ignore

	>Cell Measurement Result Item
	
	1 to maxCellineNB
	
	
	EACH
	ignore

	>>Cell ID
	M
	
	ECGI

9.2.14
	
	
	

	>>Hardware Load Indicator
	O
	
	9.2.34
	
	
	

	>>S1 TNL Load Indicator
	O
	
	9.2.35
	
	
	

	>>Radio Resource Status
	O
	
	9.2.37
	
	
	

	>>Composite Available Capacity Group
	O
	
	9.2.44
	
	YES
	ignore

	>>ABS Status
	O
	
	9.2.58
	
	YES
	ignore


Issue#1

The type of load information can be requested by the source eNB, via the Report Characteristics IE in the X2AP message RESOURCE STATUS REQUEST. If the target eNB is capable of providing the requested type of load information, it shall initiate the corresponding measurement and send RESOURCE STATUS RESPONSE. Otherwise, it shall send RESOURCE STATUS FAILURE, or alternatively, in case of partial failure, the target eNB may send RESOURCE STATUS RESPONSE with a specific failure cause.

A possible failure of Resource Status Reporting Initiation can happen due to non-supported load information by the target eNB.
Issue#2

Hardware Load Indicator and S1 TNL Load Indicator can take 4 values (low, mid, high, overload). 
The definition of HW/S1 TNL Load is not standardized, neither is how to map a measured HW/S1 TNL Load to the HW/S1 TNL Load Indicator value. 
Radio Resource Status (PRB usage) is carried in the Radio Resource Status IE. 
The PRB usage definition is standardised in 3GPP TS 36.314 [4], therefore no interoperability problems associated with this load measurement type are expected.

Composite Available Capacity (scaled at 0 to 100) can be used for carrying any combined, operator-specific load metric and calculation formula for composite available capacity can vary between vendors. 

Issue#3

The metric used by SON Load Balancing can be calculated differently by each vendor. It is typically derived from a combination of Load Measurements from X2 and internal measurements.

4.3
Use cases for potential use of a central entity
The sub-clause 4.2.1.1 is applicable here. In addition, the use cases identified here are suggested for study if a central entity can improve the D-SON as currently defined by RAN3 [3].

See section 3.2 and 3.3 of [5] for the details of the two use cases.
4.3.1
Analysis of the two use cases
4.3.1.1
Pitfalls of using a central entity (CE)

This section presents the pitfalls of using a CE (in the context of hybrid SON architecture).

1. Use of a CE has the scalability problem as the number of cells in the network increases. A non scalable solution is not future proof in that it is difficult, if not impossible, to predict when the solution would break as the number of cells increases.

2. Not entirely independent from point 1 above, use of a CE requires volumes of network statistical data transferred from managed devices towards the CE periodically where periodicity is not in hours but perhaps in minutes or seconds. The impact of high volume and rate of statistic data transfer across the Itf-N has not been properly investigated. Furthermore, the time required for the transfer of network statistical data to the CE for analysis and the time required for the transfer of “commands or instructions” in the opposite direction have two problems:

A. The time required for the transfer of data from managed devices to the CE for analysis makes it impossible for the CE to react in near real time to traffic load changes, which is the primary purpose of Mobility Load Balancing (MLB) as currently specified in 3GPP.

B. Because of the time required for the transfer of data from managed devices to the CE for analysis, the CE works on stale data that may force adjustments to MLB that have been already addressed dynamically by the D-MLB in near-real time. This will destabilise the collaborating D-MLBs and lead to a non converging algorithm.
3. Use of a CE has the single-point-of-failure problem. Impact of CE failure is not localized but can cripple the operation of the entire network. 

4.3.1.2

Pitfalls of using a CE for MLB

This section presents the pitfalls of using a CE to guide or change the decisions of collaborating D-MLBs.
1. RAN3 have defined an Information element (IE) called Composite Available Capacity (CAC) [3], which is able to provide available capacity with respect to the overall cell capacity “as estimated by the eNB itself” to target eNBs. This was the result of a long and careful investigation after which RAN3 concluded that the eNB is the only node that can reliably calculate available capacity. It is a mistake to derive available capacity from PRB utilisation, as suggested by [5], because non-GBR (non-guaranteed bit rate) traffic can be deliberately over provisioned to enhance QoS (see bullet 2 and bullet 6.A below), resulting in a higher PRB utilisation that would mislead the CE to trigger the unnecessary load balancing procedure (since PRB usage for non-GBR traffic could be reduced at anytime by the eNB, which is not in a situation of overload).
2. A proper D-MLB will always balance its load in an equitable way among eNBs, without waiting for its load to reach harmful levels to start requesting offload. The current RAN3 standard allows for this (proper) behaviour to happen both in intra vendor and in inter vendor D‑MLBs by defining the CAC IE, which ensures interoperable exchange of load levels. A D-MLB, even when over provisioning, can provide its target eNBs a CAC value that takes into account of its ability and possibility to reduce its resources for over provisioned users.

· This point raises the issue of compatibility. The CE decision to rebalance load is based on average PRB. This decision is first of all inappropriate due to the unreliable information derived from PRB utilisation (see bullet 4, 5 and 6 below) and it will also clash with the decision made by D-MLB, deployed now or in the future. 

3. The D-MLB works in synergy with other distributed SON functions. For example, there is a tight coordination between MRO and D-MLB, which in general has to adapt to the adjustment done by distributed MRO. Another example would be: a D-MLB may want to offload even in light load when it knows that some cells need to be de‑activated in order to allow entering energy saving mode. A central unity is not aware of the needs of other distributed SON functions and therefore, its guidance (or instructions to set node settings) can be wasteful on network resources and possibly, contradicting the goals of the collaborating distributed SON functions. Furthermore, decisions taken by a CE can clash with other functions, causing unnecessary mobility failures and KPI degradation. 
4. The CE relies on peak and average PRB utilization. The use of peak usage is not relevant as the peaks can be short or long, dynamic, unpredictable and are not necessarily sign of overload, i.e. RAN implementations can deliberately and legitimately decide to overprovision certain bearers in order to work at near maximum load.
5. The paper [5] says, traffic load and pattern change suddenly and must be handled by D-MLB (i.e. the CE cannot handle sudden changes). This is true. However, since D-MLB can deal with sudden changes, then by definition, it can also deal with non-sudden changes. That means D-MLB can deal with any traffic load and traffic pattern changes rendering any other function such as CE unnecessary. It is worth pointing out that the distributed nature of D-MLB is not limited to direct neighbour cells, but it is extended to a wider neighbourhood due to the capability of D-MLB to spread traffic loads independently of whether load thresholds are reached in any specific cell.
6. The paper [5] claims "… though the CE is not capable of detecting every particular burst, it can be aware of such parameters as peak and average PRB utilization. Then the entity can evaluate offload candidates based on these parameters…". The claim is true. But the guidance, derived from such evaluation, are faulty because:
A. A D-MLB implementation may deliberately overprovision resources to current users and allow its load to approach 100%. The average PRB utilisation, in this case, will be high but by no means confirming congestion. Collaborating D-MLBs are using CAC that represents the minimum amount of resources needed to serve the served bearers. Therefore, using average PRB utilization, which includes e.g. over-provisioned non‑GBR traffic, to trigger rebalancing is wrong and would clash with decisions made by the collaborating D‑MLBs. 

B. With new data services and user behaviour, it is likely that only a few users would generate a significant high load (contributing to peak utilization), compared to average load, for a period of time. The D-MLB is designed to handle such high load bursts. The CE cannot deal with such high load bursts.
C. The CE uses the past (statistics) to predict a future load situation. The prediction (of future), based on the observed past, might be unreliable and misleading. Given the presence of D-MLB (whose task is to adjust load in near real time), it is questionable why there is a need for an additional strategy to adjust load using prediction which might be unreliable and misleading.
D. Using average PRB for capacity planning may work only if most users’ loads are close to the average load (as in the case of loading in GERAN or CS UTRAN). Using average PRB would not work in our current case where it is expected that a small percentage of users would generate significantly higher (than average) load. 
E. Load balancing does not purely involve shifting load from one cell to another. An important aspect of load balancing is related to the UE and RAN capabilities and the possibility to offload UEs with certain capabilities to cells where such capabilities can be exploited. For example, UEs that are CSG capable and member of a Hybrid neighbour cell shall be offloaded to that cell with a higher priority. Similarly, offloading can be performed also for reasons of interference mitigation: a UE could be handed over from a macro to a pico cell for the main purpose of reducing DL interference to Pico UEs, independently of load.
4.3.1.3

Validity of the use cases

This section claims that the two use cases of [5], used to justify the need of a CE to change the decisions of collaborating D-MLBs, are invalid.
4.3.1.3.1
Use case one (Example#1 of [5])

4.3.1.3.1.1
Scenario

The following diagram is an extract of [5] indicating a situation of use case one. 

Without the CE, the eNB1 knows it can offload 10% to eNB2 and 0% to eNB3. 
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With a CE present, the CE would instruct eNB3 to offload 10% to eNB4 resulting eNB1 having the knowledge that it can offload 10% to both eNB2 and eNB3.

4.3.1.3.1.2
Analysis

1. The depiction of eNB3, in a state where it would reject offload request while knowing it can offload, cannot and should not occur.  A proper eNB3 D-MLB can trigger offload to eNB4 when:
a. It knows traffic can be distributed more uniformly, e.g. to eNB4. Namely, it knows its load is near the threshold to reject offload request and;
b. It knows eNB4 can accept offload request.  
2. Collaboration of D‑MLBs is a continuous process. A proper D-MLB would continuously offload, if possible, when its load is higher than the load in a neighbour cell. Namely, D‑MLB is able to aim for an *even* spread of traffic in the RAN. 
3. This use case assumes a sub-optimal D-MLB implementation. Regardless if the use of standard CE can actually correct and enhance this sub-optimal D-MBL implementation, we would not support the use of standard (e.g. use of the suggested CE) to correct and enhance this or any sub-optimal D-MLB implementation. We support the use of vigorous and proper testing procedure to identify, then remove or correct the sub-optimal D-MLB implementations.

4.3.1.3.2
Use case two (Example#2 of [5])

4.3.1.3.2.1
Scenario

The Table 1 captures the eNB1 and eNB2 settings used in the use case two (Example#2 of [5]).
Table 1: Node setting

	
	Rejects offload request when load is…
	Attempts offload when load is…

	eNB1
	70
	85

	eNB2
	80
	90


The use case points out that if the eNB1 load=70 and eNB2 load=90, eNB2 attempt to offload will fail (Table 2).
Table 2: Node setting and load combination #1 (Fail)

	
	Rejects offload request when load is…
	Attempts offload when load is…
	Load is…
	Load is…

	eNB1
	70
	85
	70
	

	eNB2
	80
	90
	
	90


The use case suggests a CE to instruct eNB1 and eNB2 to change their settings to that shown in Table 3. The new settings would eliminate the problem stated (because, using the loadings suggested by the CE, eNB2 attempts to offload will succeed).

Table 3: Node setting and load combination #2 (Success)

	
	Rejects offload request when load is…
	Attempts offload when load is…
	Load is…
	Load is…

	eNB1
	80
	82
	70
	

	eNB2
	80
	82
	
	90


4.3.1.3.2.2
Analysis

1. The paper [5] assumes a particular D-MLB behaviour (i.e. eNB2 would not increase its threshold to offload at the moment it realises its load is at 90).  We do not agree the use of this assumption (of D-MLB behaviour) can justify the use of a CE. As already mentioned, the D-MLB specified by RAN3 does not rely on triggering MLB actions only when a load threshold is reached. The D-MLB can continuously balance resources independently of load levels.
2. It is true that the CE new settings can eliminate the problem stated, if it happens. However, the new settings introduce a problem when eNB1 load=80 and eNB2=82 (see Table 4). This problem does not exist if the CE is absent.

Table 4: Node setting and load combination #3 (Fail)

	
	Rejects offload request when load is…
	Attempts offload when load is…
	Load is…
	Load is…

	eNB1
	80
	82
	80
	

	eNB2
	80
	82
	
	82


In other words, there is always a problem (if one calls such a problem) given a set of node settings with loads combination, regardless of the use of the CE or not. The problem is due to the false constraint of limiting offloading to situations of load threshold crossing and can be generalized as follows:

Problem occurs when eNB1 load reaches its threshold to reject offload request and when eNB2 load reaches its threshold to attempt offload. This generalization is shown in Table 5.

Table 5: Node setting and load combination (Fail)

	
	Rejects offload request when load is…
	Attempts offload when load is…
	Load is…
	Load is…

	eNB1
	X1
	X2
	X1
	

	eNB2
	Y1
	Y2
	
	Y2


3. The CE increases frequency of handovers unnecessarily. Using Table 2 and Table 3, we note the use of a CE requires eNB1 to reject offload request at load=80 (instead of load=70). It also requires eNB1 to trigger handovers when load=82 (instead of load=85). The resources to handle this higher frequency of handovers may or may not be necessary (therefore, wasted) because there is no guaranteed that the estimated load (eNB1 load=70, eNB2 load=90) would occur in the future.  
4.3.2
Analysis summary

Because of the following, we would not support the use of a CE to provide guidance or instructions to affect the behaviour of collaborating D-MLBs. 
1. The CE uses PRB utilization, which implies an evaluation also based on over provisioned non-GBR traffic, for its decision to balance load. RAN3 could have used PRB utilization but did not. Not to ignore QoS consideration, RAN3 specifically designed a mandatory IE CAC, that carries utilization based on the minimum amount of resources needed to serve current bearers traffic, for D‑MLBs to perform inter vendor and intra vendor collaborative mobility load balancing. The CE decision is misled by deducing situations of overload on the basis of PRB utilization. D-MLB lets the eNB to estimate traffic load based on the minimum required resources, i.e. the RAN can exclude over provisioned resources from the evaluation. The goal, and thus subsequent guidance or instructions, from a CE would clash with those of collaborating D-MLBs. See 4.3.1.1, 4.3.1.1.2, 4.3.1.4.
2. The CE ignores the possibility of collaboration of distributed SON functions of various kinds. The D-MLB is aware and is expected to collaborate with other distributed SON functions of various kinds. The goal, and thus subsequent guidance or instructions, from central a entity would clash with those of collaborating D-MLBs. See 4.3.1.3.

3. The CE cannot deal with situations where “traffic load and pattern change suddenly” and “not capable of detecting every particular (traffic) burst”. See [5].

4. The CE is not necessary given the presence of D-MLBs. See 4.3.1.5.
5. The two use cases of [5] to justify the need for a CE are invalid. See 4.3.1.2.
6. The CE has the pitfalls related to scalability, heavy (statistic data) traffic load across Itf-N, and single-point-of-faiure. See 4.3.1.1.
7. The paper [5] claims that CE can evaluate offload candidates based on peak and average PRB utilization. The claim is true. But the guidance, derived from such evaluation, are faulty (see 4.3.1.1.6); and has the problems identified above.
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