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1
Decision/action requested

Approval of the proposed changes.
2
References
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3
Rationale

The intention is to clarify the advantages and disadvantages for the different solutions for classification.

Note that the revenue of a cell and location of VIP users described in solution 2 are not known by RAN nodes.
4
Detailed proposal

7.2.1
Background

The traditional network management paradigm treats all nodes and all cells as equally important. As the size of the network increases, these traditional assumptions become less relevant. In a heterogeneous network, the variety of types of nodes and variety of sizes of cells will force the traditional assumptions to be questioned, as the number of nodes will increase tremendously. That may lead to the Network Manager (or the operator technicians) being overloaded or that more operator technicians must be employed to manage the network.
In a large network, the operator may need to evaluate which nodes or cells are most important. It is simply not practical to allocate equal resources to manage each node or cell. This is not a unique problem for heterogeneous networks, it is just that the need for prioritisation becomes more visible in a heterogeneous network.

For an operator to allocate management resources within the network, the operator must evaluate the importance of each node or cell in the network. The importance of each node or cell means different things to each operator. The importance may be based upon positive values (such as the revenue generated by the cell) or negative values (such as lack of coverage caused by a cell outage).

Each operator should have the freedom to define the importance of each managed entity according to the operator’s own values.

It should be noted that the importance of a node or cell may be unrelated to the size of the node or cell.

In a large network, the results of the importance evaluation for each node or cell such as absolute value or relative value of “importance” may change over time either predictably or unpredictably.  The cause of such changes could be periodic changes in traffic levels and patterns (e.g. time of day, day of the week, event based, etc...), instantaneous changes in coverage (e.g. deployment of new nodes, compensated and uncompensated outages, etc...), short term trends in user demands (e.g. VIP visits, promotional campaigns, etc...), long term trends in user demands (e.g. new applications with higher data requirements, growth of the user population, etc...), etc...

Static allocation of importance values may potentially degrade network performance and availability or result in waste of management resources and reduced savings in OPEX. Periodic manual re-evaluation of importance values may consume significant management resources. Dynamic allocation of importance values based on operator specified set of Key Performance Indicators (KPIs) should also be considered.

7.2.2
Analysis

7.2.2.1
Definition of solutions
In a large network, it is not practical for the operator to always manually evaluate the importance of each node or cell in the network. Therefore, some automated process is probably required to evaluate the importance of each node or cell.
This automated process shall use evaluation criteria to evaluate a node or cell’s importance. There are 3 general architectures to allocate responsibility between the IRPManager and the IRPAgent.
Solution 1: The evaluation criteria of the node/cell’s importance are created and used by the IRPManager.

Solution 2: The evaluation criteria of the node/cell’s importance are created by the IRPManager but are used by the IRPAgent.

Solution 3: The evaluation criteria of the node/cell’s importance are created and used by the IRPAgent.

7.2.2.2
Solution 1

Solution 1 has the advantage that the result is more predictable, from the perspective of the IRPManager. The IRPManager has a finite set of resources (human and computational) available to manage the network. In solution 1, the IRPManager can set the relative importance of nodes/cells to ensure that the management resources are fully utilised but not overloaded. In solution 2 and 3, the IRPAgents may classify a suitable amount of nodes/cells as important, or may classify too few nodes/cells as important resulting in under-utilisation of management resources, or may classify too many nodes/cells as important resulting in overload of management resources. Solution 1 also has the advantage that the importance of the cell can be something that is unrelated to the normal network data, e.g. that the cell is supporting a company with VIP subscription. The evaluation criteria can be done by the operator technicians and/or the radio planning tool.
The solution 1 supports the use cases 3, 4, 5, 6 and 7.
7.2.2.3
Solution2
Talk whith Cang Kai on how to split the info for solution 2.
Solution 2 has advantage that in a heterogeneous network, due to the huge amount of heterogeneous nodes, it’s better to avoid the situation of bottle-neck handling in configuration management for the decision point, in a situation a cell’s importance varies dynamically according to some dynamic mode evaluation criteria. Compared with the IRPManager, the IRPAgent may be a better candidate for decision point, since its location is near to the network elements and will not be overloaded in dynamically adjusting the cell’s importance in its domain. The cell’s importance result (based on dynamic mode criteria) may be notified to the IRPManager, but should not be predicted by the IRPManager in advance.
The evaluation criteria of a node or cell’s importance can be grouped into the following categories: 

a)
Static mode evaluation criteria

The static mode evaluation criteria are mostly created from the global view or high level of the network in a pre-planning way.  When the cell’s importance is determined by using the static mode evaluation criteria, the cell can keep the importance for a relatively long duration (e.g. a few of weeks or months). The examples of static mode evaluation criteria may include:

-


-
Deployment role of the cell

b)
Dynamic mode evaluation criteria

Dynamic mode evaluation criteria bring more opportunities to change a cell’s importance during the operational phase. Generally, the frequency of a cell’s importance update can be shortened explicitly (e.g. a few hours or days). The dynamic mode evaluation criteria are foreseen to be strongly correlated to the operational indicators of a cell. Some operational indicators which may be used to determine a cell’s importance dynamically include:

-
Operational status of a cell, such as energySaving state, cell outage state, or other cell states identified for the SON coordination purpose. For example, when a cell is in energySaving state, it should consume less management resources and then be regarded as unimportant in this sleeping phase. However, in another similar scenario, when the cell is in an outage status, the importance of the cell should be improved to get more management resources to detect the root cause of the outage.
The details of how do evaluation criteria work in the IRPAgent are FFS.
The solution 2 supports the use case 7 and the first sentence of use case 4.
7.2.2.4
Solution3
No justifcation exist for this solution.

8
Conclusions and recommendations

8.x
Classification of importance
As the use cases supported by solution 1 are a superset of the use cases supported by solution2 and 3, the solution 1 is recommended.
