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Rationale

In some cases it is profitable to provide MLB D-SON functions with additional information coming from centralized SON entity which has visibility of wider network domain. This information can be used by the MLB functions when they are making load balancing decisions for benefit of better utilization of network resources across the network domain.

The Figures 3-1 and 3-2 show a simple example of how such information can be supplied and used. In this example the load levels before/after the LB operation are captured as m/n where m and n are expressed in percents. One or more load related parameters defined in the TS 32.425 or their derivatives (average, peak etc.) could be used as load level indicators. In particular, the load level can be indicated by average percentage of PRB utilization by PDSCH. It can be also a composite indicator derived from peak and average values of the PRB utilization in various flavours (e.g. GBR/non-GBR, DL/UL, PDCCH etc.). 

Suppose that eNB#2 and eNB#3 are potential load targets for eNB#1 and the load on eNB#3 is higher than on eNB#2 (e.g. average or peak or both). Suppose that behind eNB#3 there is eNB#4 with low load. Suppose that the target (max) load is set to 70%; then eNB#3 has no need to offload to eNB#4. Note that eNB#4 is not a neighbour of eNB#1 so there is no X2 connection between them; therefore the load situation at eNB#4 is not visible to eNB#1. In this situation MLB probably will offload from eNB#1 to eNB#2 only. The picture below shows the load on eNB#1 going down from 90% to 80% as the result of MLB operation. 
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Figure 3-1. No additional information from the central entity
Now suppose that a central entity (Figure 3-2) has visibility of the whole domain and can estimate the load on eNB#4. Then the central entity will be able to discover possibility of offloading from eNB#3 to eNB#4 to free some capacity at eNB#3. If this happens, eNB#1 will be able to offload to both eNB#2 and eNB#3 which will result in more uniform load distribution. The central entity can communicate this information to local MLB entities for consideration and possible use. Finally, troubled eNB#1 can be brought down to normative 70%.

Note that all operations are performed by MLB, while the role of the centralized entity is just to provide additional information. 
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Figure 3-2. eNBs receive additional information from the central entity

Implementation of this approach may require additional elements of the OAM interface of the distributed MLB function. It can be, for example, the target (threshold), per neighbor relation, to trigger load balancing operations along the given neighbor relation
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Detailed proposal

	1st proposed change


4.2.a
Load information from the central entity Use Case 

In the Figure 4.2.x-1, the load levels before/after the LB operation are denoted as m/n where m and n are expressed in percents. It can be e.g. average percentage of PRBs used by PDSCH. It can be also a composite indicator derived from peak and average values of the PRB utilization in various flavours (e.g. GBR/non-GBR, DL/UL etc.). 

Suppose that eNB#2 and eNB#3 are potential offload targets for eNB#1 and the load on eNB#3 is higher than on eNB#2 (e.g. average or peak or both). Suppose that behind eNB#3 there is eNB#4 with a low load. Suppose that the target max load is 70%; then eNB#3 has no need to offload to eNB#4. Note that eNB#4 is not a neighbour of eNB#1 so there is no X2 connection between them; therefore the load situation at eNB#4 is not visible to eNB#1. In this situation MLB probably will offload from eNB#1 to eNB#2 only. The picture below shows the load on eNB#1 going down from 90% to 80% as the result of MLB operation. 


[image: image3.emf]70/70

eNB#3

60/70

eNB#2

50/50

eNB#4

90/80

eNB#1

1

0


Figure 4.2.x-1. No additional information from the central entity
Now suppose that a central entity (Figure 4.2.x-2) has visibility of the whole domain and can estimate the load on all involved eNBs. Then the central entity will be able to discover possibility of offload from eNB#3 to eNB#4 to free up some capacity at eNB#3. If this happens, eNB#1 will be able to offload to both eNB#2 and eNB#3 which will result in more uniform load distribution. The centralized entity can communicate this information to local MLB entities for consideration and possible use. Finally, troubled eNB#1 can be brought down to normative 70%.
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Figure 4.2.x-2. eNBs receive additional information from the central entity

Implementation of this approach may require additional elements of the OAM interface of the distributed MLB function. It can be, for example, thresholds, per neighbor relation, to trigger / reject load balancing operations along the given neighbor relation
	End of proposed changes
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