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1	Decision/action requested
The group is asked to agree to the proposed text proposals
2	References
[1]	S5-131443,  New WID Enhancements of OAM aspects of Distributed Load Balancing.
[2]	S5-131658, Insights into possible interoperability issues of Distributed MLB implementation in Multi-vendor HetNet deployments; NEC.


3	Rationale & Background
The study item: Enhancements of OAM aspects of Distributed Mobility Load Balancing SON function was approved in SA Plenary #61 [1]. This contribution is a follow up from the previous analysis and discussion paper presented and reviewed in SA5#91 in Shenzhen [2]. The conclusion from the discussion in Shenzhen was that part of the analysis text and recommended practices presented in [2] could be adopted in suitable format for inclusion in the study item TR. This contribution presents some text proposals for TR. The prime focus of these text proposals is to highlight number of possible interoperability observations specifically associated with D-MLB operations in multi-vendor HetNet deployments. The focus of the present analysis is specifically on the inter-eNBs interface load-exchange procedure.  


4	Text Proposals
[bookmark: _GoBack]
---Text Proposal (1) ---
5.2		Use Cases Related to Multi-Vendor HetNet
The objective of Mobility Load Balancing (MLB) is to distribute cell load evenly among adjacent cells or to transfer part of the traffic from congested cells to other cells so that radio resources remain highly optimised. In MLB, this is done by self-optimization of the mobility parameters.  Handover and cell selection parameters can be tuned in order to cope with the unequal traffic load and to minimize the number of handovers and redirections needed to achieve the load balancing.  SON procedures for MLB must be implemented locally at the eNB level and communicate over X2 interface to overcome processing delays and enable a fast adaptation to changing conditions. The 3GPP TS 32.522 [x1] specifies the location of SON decision algorithm of the load balancing at the eNB.
One of the most likely deployments where the MLB is expected to play a vital role is in the HetNet or multi-layered network deployments. HetNets are adopted primarily for improving capacity and coverage in areas with unequal user distribution. Typically small cells are deployed to provide extra capacity in areas with dense user demand while macro-cells are used to provide coverage in the remaining areas.
One of the key areas that require operator’s attention in such heterogeneous networks is the inter-layer coordination for efficient radio resources assignment, in a deployment scenario where different layers of base stations are provided by different suppliers (see figure x). 
[image: ]
Figure x: System architecture – Distributed MLB in multi-vendor HetNet.

The architecture in figure x assumes that the Load Balancing SON function is located at EM or eNB level for both Macro and Small cell vendors. Normally in this case each vendor would have implemented standardised 3GPP X 2 interfaces [x2] and will be able to support most of the X2 exchanges for inter-working purposes.  However, possible interoperability issue may arise from the fact that vendors are free to run any load balancing algorithm at any timescale, with any load metrics. Without coordination, the load balancing action might conflict between vendors. 
Hence, in general the main challenges for vendor coordination over X2 in this deployment scenario are:
· Alignment of supported 3GPP optional signaling,
· Alignment of exchanged parameters value meaning,
· Alignment of timing for function monitoring and reporting.

It should be highlighted here that in a single vendor environement load balancing entities could be easily aligned, hence most of the above interoperability issues and challenges can be avoided. 
An insight analysis of the details of possible interoperability challenges associated with load balancing SON mechanism in multi-vendor HetNets deployments is provided below:

[bookmark: _Ref363573892][bookmark: _Toc365637078][bookmark: _Toc366848137]Interface related issues: Load Exchange
The X2AP provides a range of functions including Load Management. This function is used by eNBs to indicate resource status, overload and traffic load to each other.
An eNB should support the following X2AP elementary procedures/messages for exchange of load information: 
· X2AP Resource Status Reporting Initiation
· RESOURCE STATUS REQUEST
· RESOURCE STATUS RESPONSE
· RESOURCE STATUS FAILURE

· X2AP Resource Status Reporting
· RESOURCE STATUS UPDATE

3GPP TS 36.423 (X2AP) [x2] defines the RESOURCE STATUS UPDATE message containing the following measurement information elements (IEs) for reporting of cell load (as highlighted in Table 1 below). This message is sent by one eNB to neighbouring eNB to report the results of the requested load-related measurements.
	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description
	Criticality
	Assigned Criticality

	Message Type
	M
	
	9.2.13
	
	YES
	ignore

	eNB1 Measurement ID
	M
	
	INTEGER (1..4095,...)
	
	YES
	reject

	eNB2 Measurement ID
	M
	
	INTEGER (1..4095,...)
	
	YES
	reject

	Cell Measurement Result
	
	1
	
	
	YES
	ignore

	>Cell Measurement Result Item
	
	1 to maxCellineNB
	
	
	EACH
	ignore

	>>Cell ID
	M
	
	ECGI
9.2.14
	
	
	

	>>Hardware Load Indicator
	O
	
	9.2.34
	
	
	

	>>S1 TNL Load Indicator
	O
	
	9.2.35
	
	
	

	>>Radio Resource Status
	O
	
	9.2.37
	
	
	

	>>Composite Available Capacity Group
	O
	
	9.2.44
	
	YES
	ignore

	>>ABS Status
	O
	
	9.2.58
	
	YES
	ignore


Table x: X2AP RESOURCE STATUS UPDATE

Issue#1
The type of load information can be requested by the source eNB, via the Report Characteristics IE in the X2AP message RESOURCE STATUS REQUEST. If the target eNB is capable of providing the requested type of load information, it shall initiate the corresponding measurement and send RESOURCE STATUS RESPONSE. Otherwise, it shall send RESOURCE STATUS FAILURE, or alternatively, in case of partial failure, the target eNB may send RESOURCE STATUS RESPONSE with a specific failure cause.
An alternative solution to avoid the failure of Resource Status Reporting Initiation due to non-supported load information by the target eNB can be achieved by offline coordination between the operator and their vendors regarding which types of load information shall be implemented without the need to expose any proprietary information. An option can be that the supported types of load information can be configurable by the operator such that they are aligned between the vendors.
Possibly a more complex practice can be: a minimum set of load measurement types may be supported by all vendors (e.g. PRB (Physical Resource Block) Usage). If a source eNB requests a load measurement type outside this minimum set, and the target eNB fails to initiate the measurements, the source eNB may retry with the minimum set. Alternatively, the load measurement types outside of this set can be agreed to be supported offline between vendors/operator.

Issue#2
· Hardware Load Indicator and S1 TNL Load Indicator can take 4 values (low, mid, high, overload). The definition of HW/S1 TNL Load is not standardised, neither is how to map a measured HW/S1 TNL Load to the HW/S1 TNL Load Indicator value. It is expected that alignment on the definition of HW/S1 TNL Load will be performed offline and the mapping from HW/S1 TNL Load to HW/S1 TNL Load Indicator will be based on OAM configuration.
It should be noted that HW load is particularly vendor specific as it depends on potential bottlenecks of a vendor specific HW architecture. Hence, alignment of the HW Load may be only rough.
· Radio Resource Status (PRB usage) is carried in the Radio Resource Status IE. The PRB usage definition is standardised in TS 36.314 [x3], therefore no interoperability problems associated with this load measurement type are expected.

· Composite Available Capacity (scaled at 0 to 100) can be used for carrying any combined, operator-specific load metric. The calculation formula for composite available capacity can be aligned offline between the operator and their vendors.

Issue#3
The metric used by SON Load Balancing can be calculated differently by each vendor. It is typically derived from a combination of Load Measurements from X2 and internal measurements. An alternative solution for this is that the LB metric calculation can be aligned offline between the operator and their vendors without exposing proprietary information.
--- End of Text Proposal (1) ----

---Text Proposal (2) ---
2		References
[x1]	3GPP TS 32.522; Self-Organizing Networks (SON) Policy Network Resource Model (NRM) Integration Reference Point (IRP); Information Service (IS)
[x2]	3GPP TS 36.423 V11.3.0, X2 application protocol (X2AP)
[x3]	3GPP TS36.314; Evolved Universal Terrestrial Radio Access (E-UTRA); Layer 2 - Measurements

--- End of Text Proposal (2) ---
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