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1 Decision/action requested

The group is asked to discuss the proposed contribution.
2 References
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3 Rationale

The purpose of this paper is to provide examples of use cases where there is a potential for MLB performance improvement  with help of additional information received from a central entity. The central entity is assumed to have combined functionality of NM-based SON (as defined in SA5 specifications) and Self-Optimization Monitoring and Management Function (SO_MMF_NM, see TS 32.500, 32.521). Such entity, using properly defined elements of Itf-N Type 2 interface, would be able to configure operations of D-SON MLB instances, monitor their performance and intervene in cases provisioned by the network operator. Such intervention, targeting improvement of wider area KPIs, can be implemented by reconfiguration of distributed SON (D-SON) operations in the area.
3.1 Load indicators available to the central entity 
One of fundamental questions is which load indicators are visible to the central entity. Load changes can be very dynamic and unpredictable while the frequency of OAM reporting is low. 

PRB utilization, averaged over, say, 5 min interval, typically has a very stable pattern repeated on daily basis. On top of this, there are chaotic bursts with peak/average ratio reaching 5-6, sometimes more. The Figure 1 below, captured in real LTE cell, is quite typical. The location of bursts in the time axis and their duration are unpredictable, however the peak value is changing slowly (e.g. from 70% to 80% in 30 min). The average value is changing very slowly. Central entity certainly cannot react to bursts because they come and go within seconds. However they are captured in the eNB statistics of maximum load value achieved during the masurements period. Such statistics currently is proprietary, but it can be standardized and made available to the central entity over the Itf-N interface. Then the central entity  will be capable of tracking the peak value because it is changing comparatively slowly. The statistics of the average value can be derived from existing PM counters (see 32.425, 4.5.1 with reference to 36.314, 4.1.1). Therefore, though the central entity is not capable of detecting every particular burst, it can be aware of such parameters as peak and average PRB utilization. Then the entity can evaluate offload candidates based on these parameters. Daily pattern or history of those can be used to predict changes in these parameters.
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Figure 1. PRB utilization in LTE cell
Note. Measurements based on average PRB utilization defined in 32.425, 4.5.1 with reference to 36.314, 4.1.1 . On the other hand, peak PRB utilization, i.e. maximum taken over the measurement interval, is not available.
3.2 Example #1 of possible use case 

In the Figure 2 the load levels before/after the LB operation are captured as m/n where m and n are expressend in percents. It can be e.g. average percentage of PRBs used by PDSCH. It can be also a composite indicator derived from peak and average values of the PRB utilization in various flavours (e.g. GBR/non-GBR, DL/UL etc.). 

Suppose that eNB2 and eNB3 are potential offload targets for eNB1 and the load on eNB3 is higher than on eNB2 (e.g. average or peak or both). Suppose that behind eNB3 there is eNB4 with a low load, e.g. both average and peak. Suppose that the target max load is 70%; then eNB3 has no need to offload to eNB4. Note that eNB4 is not a neighbour of eNB1 so there is no X2 connection between them; therefore the load situation at eNB4 is not visible to eNB1. In this situation MLB probably will offload from eNB1 to eNB2 only. The picture below shows the load on eNB1 going down from 90% to 80% as the result of MLB operation. 
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Figure 2. No additional information from the central entity
Now suppose that a central entity (Figure 3) has visibility of the whole domain and can estimate the  load on eNB4 in terms of average load and peak. Then the central entity will be able to discover possibility of offloading from eNB3 to eNB4 to free some capacity at eNB3. If this happens, eNB1 will be able to offload to both eNB2 and eNB3 which will result in more uniform load distribution. The centralized entity can communicate this information to local MLB entities for consideration and possible use. Finally, troubled eNB1 can be brought down to normative 70%.

Note that all operations are performed by MLB therefore MLB is responding to fast bursts as usual, while the role of the centralized entity is just to provide additional information. 
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Figure 3. eNBs receive additional information from the central entity
Implementation of this approach may require additional elements of the OAM interface of the distributed MLB function. It can be, for example, the target (threshold), per neighbor relation, to trigger load balancing operations along the given neighbor relation. 
3.3 Example #2 of possible use case 

For MLB, 3GPP specified only X2 signalling but not decision algorithms which remain proprietary. 

If algorithms used in two eNBs from different vendors are not aligned, the eNBs may exchange correct X2 messages and properly understand each other, but real LB cooperation will not necessary happen. Example:

· eNB1 (vendor #1), by design, stops accepting offload requests when it is loaded over 70% and tries to offload when it is over 85%. 
· For eNB2 (vendor #2) these thresholds are 80% and 90%. 

Suppose that eNB1 is at 70% and eNB2 goes over 90%. Then eNB2 will permanently try to offload and eNB1 will be refusing all the time. 

Therefore load distributon will remain far from uniform.
The proposed solution is to add new MLB configuration parameters like the target (threshold), per neighbor relation, to trigger load balancing operations along the given neighbor relation.
If this is done, in above situation the centralized entitiy will have a possibility to align the thresholds between eNB1 and eNB2, for example, as follows

· eNB1 and eNB2 stop accepting offload requests if loaded over 80% and try to offload when it is over 82%. 
Then, if eNB1 is at 70% and eNB2 goes over 90%, eNB2 will try to offload to eNB1 (and eNB1 will accept) until the load at eNB1 reachs 78% and the eNB2 82%. This load distribution is more close to uniform.

3.4 Additional considerations

Definitions for Load Balancing Optimization Function (32.522, 4.2.1) set the following objective: cope with undesired traffic load distribution. On the other hand, there is no interface to pass to the LB function information of the desired load distribution. Therefore such interface is needed to make the definitions complete and consistent.
3.5 Conclusion

3.5.1 New performance measurements

Addition of load measurements based on peak PRB utilization will provide additional value for monitoring of the load status.
3.5.2 Additional parameters for the MLB function
Currently Load Balancing Optimization Function has no OAM parameters / targets for to set PRB utilization threshold that would trigger certain LB actions, such as 
· attempts to offload towards certain neighbor eNBs and
· acceptance (rejection) of offload requests towards certain neighbor eNBs. 
Addition of such parameters 
· will complete the specifications 
· will create potential for performance improvement as in example use cases #1 and #2 
