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	First change


7.3
 New alarm definition requirements

7.3.0
General

The new definition should address solutions to the following requirements:

1.
Drastically decrease the amount of alarms.

2.
Increase the information quality in the alarms in order to support the operational processes and enable automation.

3.
Decrease the integration efforts and costs of alarm interfaces and network elements.

7.3.1 
Decrease the amount of alarms

The output of EEMUA, ANSI work is clear on the need of a fundamental shift in philosophy on how vendors generate alarms. Vendors lack a solid definition of what should constitute an alarm.

Important requirements that need to be part of the definition:

-
Alarms represent an undesired state.

-
Alarms require manual action from an operator.

-
The fewer the better.

It is important to realize what the above means. First of all, many alarms sent today are generated from a state change such as link going down. But is that an alarm? Not if it is configured down, not if it is test equipment, not if it is not carrying any service. But most devices anyhow blindly send a link down alarm. 

If a remedial action that is required by an operator cannot be described, it is not an alarm.

We need a proper definition of alarm that is adopted by vendors so a clear distinction is made between e.g.

-
Alarms 

-
Events (not in the alarm system)
-
Log messages (not in the alarm system)
-
Data for later analysis (not in the alarm system)
A definition that includes the above criteria's is an important output of this work. It must be written in such a way that vendors can use it in order to reduce the number of alarms sent. A side effect of this is probably that we will recognize the need for another "channel" for events or log messages that do not qualify as alarms. This is still useful for reporting, post-analysis, debugging etc., but it is not alarms. These kinds of messages pollute current alarm systems

Proposal: Revisit the 3GPP TS 32.111-2 Alarm IRP IS for alarm definition and make it much stricter and add requirements for alarms. 

Proposal: Consider solutions for efficient transfer/separation of events or log messages.

7.3.2 
Increase the information quality

The alarm information quality must be addressed by proper information design when generating alarms. Vendors must understand that operators and software do analyse the alarms and therefore information quality is of vital importance. 

Do we have relevant alarm types for 3G and 4G networks? We have an outdated TMN probable cause list with values like "Out of CPU cycles".

Proposal: Work on a relevant and updates list of alarms rather than copying the outdated TMN probable cause list.

It is important for an operator to know if a potential cleared alarm notification will be sent, (ADAC or ADMC in 3GPP terminology), however there is nothing in the alarm that indicates this. ADAC/ADMC indication should be added to the information model. Rather the standard has a confusing manual clearing state and operation. Can an operator manually clear an ADAC alarm? We should not mix state changes from operators and state changes from the devices. Alarms can potentially be cleared from the devices. Operators can acknowledge alarms, consider the alarms to be fixed and comment alarms. The three latter are examples of operator states, which should be handled by the standard including a textual comment to these kinds of state changes. They must allow for several operators, so a list with operator-state and comment, rather than a single attribute for "ack".

Proposal: Revisit the 3GPP TS 32.111-2 Alarm IRP IS and make the information model more strict.

Which data belongs to the alarm type?

If we look at current alarm interfaces they do not distinguish between data that belongs to all instances of an alarm types and which are unique for an alarm instance. Examples of data that belongs to the alarm type:

-
Operator instruction.

-
Does the alarm have a corresponding cleared alarm notification (ADAC/ADMC)? It is very important for the operator to know if the device will report a cleared alarm or not.

-
We could put mapping to the X.733 type identifiers here: [event type, probable cause, specific problem].

Note that alarm-type data need not be sent in the notifications. It is enough with the alarm-type identity.

Which data belongs to the alarm instance?

-
Severity: the severity of the alarm. Much more focus must be spent on this. Studies show that the severity sent by the vendor has no correlation with the priority set by operators. 

-
Clear/Active: it is important to separate the clear state from the severity as such. This is not well handled in standards. We must be able to talk about a cleared minor alarm for example.

-
Clear separation of state-changes from devices versus actions from operators. For example the notion of "manual clear" is sometimes used, the operator view is one thing the device view is another, these should not be mixed.

Proposal: Separate the severity of the alarm versus it if is cleared or not.

The classical alarm type identification is [event type, probable cause, specific problem]. This has some problems in that probable cause is a flat enumerated and specific problem is in most cases a free form text string. This has led to probable cause being an old not manageable enumerated and vendors escape to the free form text string. It is time to improve on this. We could learn from other systems like DNS, a hierarchical naming scheme is much more manageable. We could use a similar pattern for alarm types and define standardized alarm types and let vendors specialize those with "sub-types". The standardized alarm types must be worked upon by 3GPP and not left to vendors. Note that since specific problem is a string, vendors can add alarm types "randomly". This makes it hard to produce a good alarm management system since there might be alarm types without a corresponding well defined action.
Proposal: Allow for a hierarchical alarm type definition so that vendors can subtype standardized alarm types rather than escaping to an unmanaged free form string.

Proposal: The definition shall be inspired by work done by EEMUA and ANSI.

7.3.3 
Decrease the integration cost

Although we have alarm interface standards, the cost of integrating alarm interfaces to the OSS systems are still surprisingly high. The cost comes from two major layers:

-
The Syntactical Layer: protocols and data-models for the integration interface. (3GPP Solution Sets).

-
The Semantical Layer: making something useful out of the alarms to the operators. This includes automatic look-up of proposed repair actions, alarm texts etc. (Not really addressed today).

The first item should be studied, why do we still need costly integration projects for integrating alarm interfaces? There are a couple of issues in the current solution set around how alarm instances are identified that certainly adds to the integration complexity. AlarmId is an overlapping identification mechanism in parallel with the X.733 triplet. It actually adds inconsistencies to the model. This is one example that should be cleaned up.

The second item is not covered in today's standards. There is a need to address a way of expressing a semantic alarm model which defines all alarm types and what they mean, so they can be automatically integrated into the alarm system. Today this is a manual intensive process reading documentation, looking at specific problem strings, asking the vendor etc.

When it comes to protocols and data models for alarm interfaces, 3GPP should look at IETF liaison for several reasons:

1.
Great value if we can have a common alarm interface across 3GPP and IETF.

2.
IETF are good at concrete protocols and data models, they have a bad history when it comes to alarms. IETF skills in defining concrete interfaces could help 3GPP improve.

We could get feedback from 3GPP Solution Set integration projects. What takes time? What is costly? Why is it complex to do the alarm interface integration? Based on that we can improve the syntactical interface definition. Study how the semantic information can be defined, which alarm types do we have? What do they mean? What is the Operator Action? This should be expressed in a way so that the alarm interface integration could be done automatic.

7.4  New Alarm definition proposal

7.4.0
Definition of Alarm

The EEMUA and ANSI/ISA18.2 papers [7], [6] emphasize the need of a redefinition of the term “alarm”. This is to communicate to “producers” and “users” of alarm the very most important basic thing - alarms must exist solely as a tool for the benefit of the operator and requiring operator action to avoid a consequence.

The paper “Chasing a Definition of “Alarm” “[9] is an important walkthrough of the complexity of alarm definitions, related concepts and includes also comparisons between different standardization bodies in Telecom as (X.733, IETF, 3GPP, DMTF and ITIL).  The analysis in the document is clear, the telecom business shares the very similar issues with an unprecise definition of “Alarm” as the production&engineering businesses. The paper argues for the need to focus on the definition of the alarm concept and on the alarm information itself.

ANSI/ISA 18.2 [6] defines:

Alarm:  An audible or visible means of indicating to the operator an equipment or process malfunction or abnormal condition requiring an action.

Analysis of the EEMUA anad ANSI/ISA work states:

Alarm response is really not a function of the specific process being controlled. It is a human-machine interaction.
There is little difference between different businesses. While many industries feel “We’re different!”-  that is simply not the case when it comes to alarm response.

The understanding of the definition may be easily mapped to the telecom environment, primarily the focus “indicating to the operator” and “condition requiring an action”. “Audible” and “process malfunction” may be terms that are not fully applicable/used in the telecom business.

The usage of the term “Alarm” is spread in a telecom organization into many different processes, with very different level of detailed knowledge. It would thereby be beneficial to try to set a definition that can easily be shared and give a common understanding of what is meant with an “alarm”.

In paper [9] a similar definition is proposed:

Alarm: An alarm signifies an abnormal state in a resource for which an operator action is required.

In the telecom business we feel comportable with the introduction of the terms “state” and “resources”. The very most important part “for which an operator action is required” is included. 

The concept of “states” are important in telco and “resources” are widely used in e.g. TMForum eTOM.

The term “abnormal state” could be reworded to “undesired state”. Its better aligned with the EEMUA & ANSI/ISA 18.2 work, focusing on “it requires an operator action to avoid a consequence”.

Alarm: An alarm signifies an undesired state in a resource for which an operator action is required.

Proposal: Introduce the above definition as a new definition of “Alarm” in 3GPP.

7.4.1
Definition of Alarm Notification

In paper [9] the following figure is introduced to clarify some basics:


[image: image1]
Beyond the imprecise definition of “alarm”we often refer the term “alarm” to the alarm notifications exchanged by systems. It may be difficult to fully change the usage of such dualism but in the context of standardisation we would have a definition available also clarifying “alarm notification”.

Alarm notification: A message about an alarm state change such as raise or clear.

Proposal: Introduce the above definition of “Alarm notification” in 3GPP.

7.4.2
Definition of Managed alarm

ANSI/ISA18.2 has defined the concept of highly managed alarms but do not define the term “managed alarm” itself.

We propose the concept of managed alarm to include added states and other information that relate to the alarm management process, in the NM domain (above Itf-N). Here the operator can enrich the information for the purpose of the alarm management process.  With “managed alarm” operators can e.g. transform severity of the alarm from resource focus to a full focus on service impacts, to prevent or mitigate network and service outage and degradation. The concept applies to any severity level. 

Managed alarm: The management representation of the alarm in the NM domain.

Proposal: Introduce the above definition of “Managed alarm” in 3GPP.

	Second change


11.2 
Alarm Shelving

11.2.0
General

The temporary shelving of alarms by the operator is a common practice to keep nuisance alarms and other alarms from interfering with the effectiveness of the alarm system. Shelving includes a set of functions to ensure the integrity of the alarm system is maintained. Where alarm shelving is provided, the requirements of this clause shall be met.

11.2.1 
Alarm Shelving Functional Requirements

The alarm shelving function shall provide the following:

a)
displays of shelved alarms or equivalent list capabilities, to indicate all alarm shelved, 

b) 
a time limit for shelving, 

c) 
access control for shelving of highly managed alarms, if allowed,

d) 
the ability to unshelve alarms,

e)
a record of each alarm shelved.

11.2.2 
Alarm Shelving Functional Recommendations

The alarm shelving function should be designed to prevent alarm floods when alarms are 
automatically un-shelved.

11.2.3 
Shelved Alarm Displays

11.2.3.0
General

Shelved alarm displays, or equivalent list capabilities, for an alarm system with shelving 
functionality have several required and recommended functions.

11.2.3.1 
Information Requirements

Shelved alarm displays shall provide the following information:

a) 
the tag name and description,

b) 
alarm type,

c) 
the unsuppressed alarm state,

d) 
the alarm priority,

e)
the time and date the alarm was shelved or the shelved time remaining.

11.2.3.2
Functional Requirements

Shelved alarm displays shall provide the following functions:

a) 
sorting of alarms by chronological order of shelving or shelved time remaining,

b) 
sorting of alarms by priority,

c) 
individual unshelving of alarms.

11.2.3.3
Functional Recommendations

Shelved alarms displays should provide the following functions:

a)
 sorting of alarms by chronological order for active alarms,

b) 
operator entry of the reason the alarm was shelved,

c) 
filtering of alarms by priority,

d) 
filtering of alarms by alarm state,

e) 
filtering of alarms by process area,

f) 
navigational link to a process display,

g) 
navigational link to the tag display.

11.3 
Out-of-service Alarms

11.3.0
General

The suppression of alarms by placing an alarm out of service is common practice to remove
alarms from service to allow maintenance. There are several required and recommended HMI
functions related to out-of-service alarms.

11.3.1
Out-of-service Alarm Functional Requirements

The out-of-service alarm function shall provide the following:

a) 
a method to individually remove each alarm from service,

b) 
a method to individually return each alarm to service,

c) 
displays of out-of-service alarms or equivalent list capabilities, to indicate all alarm out-of-service,

d)
 access control to place highly managed alarms out-of-service if allowed,

e) 
a record of each alarm placed out-of-service.

11.3.2 
Out-of-service Alarm Displays

11.3.2.0
General

Out-of-service alarm display, or equivalent list capabilities, shall be provided for the alarm
system. Out-of-service alarm displays have several required and recommended functions. The
out-of-service alarm displays may be combined with the shelved alarm displays.

11.3.2.1
Information Requirements

Out-of-service alarm displays shall provide the following information:

a) 
the tag name and description,

b) 
alarm type,

c) 
the unsuppressed alarm state,

d) 
the alarm priority,

e)
the time and date the alarm was placed out-of-service.

11.3.2.2
Information Recommendations

Out-of-service alarm displays should provide an indication of the suppression method (e.g.
out-of-service).

11.3.2.3
Functional Recommendations

Out-of-service alarm displays should provide the following functions:

a) 
sorting of alarms by chronological order of suppression,

b) 
operator entry of the reason the alarm was suppressed,

c) 
sorting of alarms by priority,

d) 
sorting of alarms by alarm state,

e) 
sorting of alarms by process area, 

f)
individual return-to-service of alarms.

11.4 
Alarms Suppressed by Design

11.4.0
General

The designed suppression of alarms is common practice to prevent alarms that are not needed due to intended or actual operating conditions. Where alarm designed suppression is provided, the requirements of this clause shall be met.

11.4.1 
Designed Suppression Functional Requirements

The designed suppression function shall provide the following:

a) 
displays of alarms suppressed by design or equivalent list capabilities, to indicate all alarms suppressed by design,

b) a record of each alarm suppressed by design.

11.4.2 
Designed Suppression Displays

11.4.2.0
General

Designed suppression displays, or equivalent list capabilities, shall be provided for the alarm
system. Designed suppression displays have several required and recommended functions.
The designed suppression displays may be combined with the shelved alarm displays or outof-
service alarm displays.

11.4.2.1
Information Requirements

Designed suppression displays shall provide the following information:

a) 
the tag name and description,

b) 
alarm type,

c) 
the unsuppressed alarm state,

d) 
the alarm priority,

e) 
the time and date the alarm was suppressed.

11.4.2.2
Information Recommendations

Designed suppression displays should provide an indication of the suppression method (e.g.
designed suppression).

11.4.2.3
Functional Recommendations

Designed suppression displays should provide the following functions:

a) 
sorting of alarms by chronological order of suppression,

b) 
sorting of alarms by priority,

c) 
sorting of alarms by alarm state,

d) 
sorting of alarms by process area.
	End of change
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