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1
Decision/action requested

Agree on text for introduction into TR32.859  Study on Alarm Management
2
References

[1]
3GPP TR 32.859 v0.3.0 Study on Alarm Management

3
Rationale

Clarifications and enhance readability by including the following proposed editorial updates of text in the TR.
4
Detailed proposal

The following text is proposed to be changed in the TR.
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Introduction

The massive number and variety of network elements in a mobile system creates a huge amount of alarms, saturating the alarm management systems. In parallel the number of different types of alarms have increased to overwhelming proportions. 

The network administrators are flooded with alarms and alarms often of poor quality. The consequences of bad quality alarms are severe, affecting many areas. Determining the service impact of faults in the networks is an increasingly complex challenge for operators and requires good quality alarms.

The fault management area is well established in the telecom business; this technical report will explore the alarm information itself, target users, usage of information, mechanisms and processes to enhance usability of the alarm information.  

The telecom alarm management experience described is shared in basically all areas of alarm management.  Standardization bodies in the production and engineering fields (e g EEMUA[7], ANSI[6]) have addressed the problem and undertaken substantial work under last decade to come up with solutions.  

The objective of this study is to analyse and secure applicability and impacts of the concept of alarm management in Telecom management. It is proposed to benefit from work in the production and engineering field, since the task of alarm management to a very high degree is independent of different businesses. It is a human-machine interaction.

This study also makes a shift in direction for Telecom management alarm standards, which historically have been focused on protocols and syntax for alarm parameters. In order to address the real problems, standards also need to focus on alarm quality and alarm semantics.
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4
Rationale for the Study on Alarm Management

The massive amount of network elements in a mobile system and the variety of network elements and infrastructure equipment creates huge amount of alarms saturating operators alarm management systems. In parallel the numbers of types of alarms have increased to overwhelming proportions.

Major mobility network incident management centre can count alarms in the hundreds of thousands a day, with thousands of different types of alarms. Findings from independent researchers [9] are frightening

•
>80% of all alarm types results in a trouble ticket less than once every 1000 alarms

•
>90% of all tickets are from the <30 most common alarm types

•
The alarm severity levels have no correlation to the real priority as judged by the network administrators.

The majority of the alarms should never have been presented for the network administrators.

The fundamental problem is that the network administrators are flooded with alarms and alarms often with poor quality.

In many cases general events and log messages go into the alarm system.

Poor quality in this context can include

•
Nuisance alarms (repeating and fleeting alarms, redundant and cascading alarms)

•
Stale alarms

•
Alarm floods

•
Alarms without response

•
Alarms with the wrong priority

•
Out-of-Service alarms

•
Redundant alarms

· Events and log messages that should not have been alarms.

Status of the alarm management environment

•
Too many alarms occurring. Vastly over alarmed systems producing far more alarms to the operator than needed

•
Too high proportion of them is nuisance alarms of little operational relevance

•
The majority of the alarms should never have been presented for the network administrators!

The consequences of bad quality alarms are severe, affecting many areas. A few examples

•
Too much time and resources are spent to define alarms as irrelevant – most of the alarms are now irrelevant!

•
Alarm flooding add complexity in fault resolution activities and thereby delays

•
Contributing factor to the seriousness of major incidents caused by delayed service impacts analysis

•
Current quality of alarm severities, as set by equipment, are misleading and have a negative effect on the  

      network service

•
Operators may neglect important alarms caused by not understandable alarm information to respond to the alarm

•
Significantly overstaffed network management centre and increased human resources allocated in the assurance 

      processes

•
General bad engineering – OS systems& staff have to cope with poor quality data

•
Poor alarm management is a major barrier to reaching operational excellence, a business risk

•
Unnecessarily complex and costly OSS solutions that have not supported a service and customer oriented 

     approach at desired degree (CAPEX driver)

•
Contributing factor to low success rate of alarm correlation tools in telecom. None will cure fundamental faults 

      in the basic alarm system as poor quality alarms

•
Bad alarm data quality is a significant, every day, cost driver (OPEX driver).

The telecom alarm management experience is shared in basically all areas of alarm management. The incitements to resolve the alarm management problems have been more obviously in other areas as in the production and engineering field.

The very same issues presented above are often cited as contributing factors in industrial major incidents as Milford Haven, Three Mile Island, Chernobyl, BP explosion, major power grid failures - to name a few. The alarm management systems have recorded alarm for hours but the fault resolution was delayed and understanding of the basic problem was drowned in the amount of alarms. 
Standardization bodies in the production and engineering fields (e g EEMUA, ANSI) have addressed the problem and undertaken substantial work under last decade to come up with solutions.  Solutions are reported to be adopted by industry, insurance and regulatory bodies. 

Alarm management in telecom is obviously an overlooked and immature area that needs to change.

3GPP has a unique opportunity to address these problems, since 3GPP has all experts available in the definition of a mobile system including Telecom Management. This TR will elaborate and analyse this escalating and severe problem, propose solutions to share guidelines and mandatory requirements with the network element specifying groups.
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7.3.3 Decrease the integration cost

Although we have alarm interface standards, the cost of integrating alarm interfaces to the OSS systems are still surprisingly high. The cost comes from two major layers:

· The Syntactical Layer : protocols and data-models for the integration interface. (3GPP Solution Sets)

· The Semantical Layer : making something useful out of the alarms to the operators. This includes automatic look-up of proposed repair actions, alarm texts etc. (Not really addressed today)

The first item should be studied, why do we still need costly integration projects for integrating alarm interfaces? There are a couple of issues in the current solution set around how alarm instances are identified that certainly adds to the integration complexity. AlarmId is an overlapping identification mechanism in parallel with the X733 triplet. It actually adds inconsistencies to the model. This is one example that should be cleaned up.


1. 
2. 
The second item is not covered in today’s standards. There is a need to address a way of expressing a semantic alarm model which defines all alarm types and what they mean,  so they can be automatically integrated into the alarm system. Today this is a manual intensive process reading documentation, looking at specific problem strings, asking the vendor etc.
When it comes to protocols and data models for alarm interfaces, 3GPP should look at IETF liaison for several reasons:

1.
Great value if we can have a common alarm interface across 3GPP and IETF

2.
IETF are good at concrete protocols and data models, they have a bad history when it comes to alarms. IETF skills in defining concrete interfaces could help 3GPP improve.
We could get feedback from 3GPP Solution Set integration projects. What takes time? What is costly? Why is it complex to do the alarm interface integration? Based on that we can improve the syntactical interface definition. Study how the semantic information can be defined, which alarm types do we have? What do they mean? What is the Operator Action. This should be expressed in a way so that the alarm interface integration could be done automatically.
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9.2 
Highly Managed Alarms

The alarm severities defined in a mobile system are basically set out of criteria limiting the functionality the network equipment is supporting. Huge amount of alarms classified as Critical are sent to operator’s management centers but are rarely critical from the overall business perspective. They may even not be critical from time to respond.

An operator view may obviously be very different from the alarm severity defined by the equipment vendor.

ANSI / ISA 18.2 have defined one class of alarms call “Highly Managed Alarms”, HMAs. These alarms are the very most critical alarms, catastrophic from operations, security, business or any other top level reason. These alarms should receive special treatment particularly when it comes to viewing their status in the HMI. These are the alarms that must never be missed and must always be given the highest attention. 

Considerable high levels of administrative requirements are applicable for the HMAs. For companies following this standard, detailed documentation and a multitude of special administrative requirements in a precise way need to be fulfilled.

These include: 

· Specific shelving requirements, such as access control with audit trail

· Specific “Out of Service” alarm requirements, such as interim protection, access control, and audit trail

· Mandatory initial and refresher training with specific content and documentation

· Mandatory initial and periodic testing with specific documentation

· Mandatory training around maintenance requirements with specific documentation

· Mandatory audit requirements

The Highly Managed Alarm classes are also subject to special requirements for operator training, frequency of testing, and archiving of alarm records for proof of regulatory compliance.

In Telecom we hardly have the physical catastrophic scenarios or human physical security aspects to handle. However, our services may be a part of a delivery chain that could be vital components in a HMA scene and as such the HMA or part of the HMA concept could apply also for the telco parts.

Millions of mobile customers are now and then affected by major failures in the infrastructure of mobile systems. Assurance management of the continuously increasing complexity of our mobile systems could benefit from concepts like Highly Managed Alarms. We would identify the very most critical equipment and secure that these types of alarms are treated in the most thoughtful way. The HMAs may never be hidden, delayed etc in e g alarm flooding.

Setup of HMA will include many of the processes identified in the Alarm Management Lifecycle. To implement HMA in the mobile system new requirements on the information services of the 3GPP IRP can be expected.
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