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1
Decision/action requested

Discuss on requirements for PM for converged network.
2
References

[1]
NGMN Requirements for PM for converged network
3
Rationale

It is draft of requirement for PM for converged network.
4
Detailed proposal

Detailed proposal is described as following:
1  Stream General overview

· In Chapter 2 we give a description of the reason that leads to the document and its scope.

· In Chapter 3 we give a description of Performance Management as from Literature, trying to focus where this work is focused. Key Quality Indicators (KQIs) and Key Performance Indicators (KPIs) and their relation are also described. 

· Chapter 4 is the one of scenarios: An entire description of Business Scenarios with sub-scenarios and related Indicators considered in this work is included. Note that in describing indicators we do not mean to be exhaustive, but just to identify some relevant ones that allows us to better focus on our scope.

· Chapter 5 lists the requirements: Generic Requirements, General Ones and High Level Functional Requirements.

· Chapter 6 is intended for analyzing the gap analysis in existing work.

· In Chapter 7 conclusion and recommendations are reported.

Appendices on existing standards lists and theoretical aspects follow.

2 Introduction 

The interest in Performance Management has significantly increased due to the changes taking place in the newly competitive telecommunications industry which presents several challenges for service providers as follows.
A variety of providers enters the marketplace and competes for customers. New entrants that are striving to gain market share and to establish themselves as viable suppliers can use performance to provide one means of attracting customers. 
The rapid evolution of telecommunications-based applications is accelerating the rate of introduction of new services that use emerging networking technologies. Performance can help encourage customers to use these new services and technologies. The critical dependency between a constantly expanding set of essential business activities and the availability of communication networks and information services means that great numbers of customers are demanding increasingly stringent communications and information performance levels to insure business continuity.
The widespread use of smartphones, tablet computers and other web-enabled mobile devices has caused wireless data services to explode. Service providers’ networks see more bandwidth-hungry traffic each day: To survive, service providers need to decrease their cost per bit while simultaneously optimizing their network to handle more traffic. 
Several emerging market needs place a new emphasis on specifying performance. These include the requirement to support emergency response personnel, the opening up of the telecom service market to competition, and the deployment of services based on network technologies. Additionally, the number of ebusiness requiring very high levels of service availability from their external networks and services, such as servers, databases, etc., continues to rapidly grow.
The cell/ packet-based technologies raise new performance specification issues not present in services based on traditional circuit switched networks and leased lines. These new performance specifications are related to defining, monitoring and collecting performance data, and to transforming that data into useful service performance reports.
LTE standards address this huge demand for higher bandwidth, lower latency, and advanced communication services. In LTE networks, many devices need to be managed, increasing the potential points of failure or degradation and service operators are working to compensate for network congestion through improved quality of service (QoS).

These evolving market conditions have forced operators to manage overlapping 2G, 3G and 4G technologies and the convergence of mobile and fixed networks.

In turn, it’s more important than ever that Element Management Systems (EMSs) and Network Management Systems (NMSs) properly control network devices to ensure calls go through, video gets viewed, online games perform, and more.

Performance Management provides functions to evaluate and report on the behaviour of telecommunication equipment and the effectiveness of the network or network element. Therefore the constant monitoring of the quality of Services (Service Performance Management) and Networks (Network Performance Management) are becoming more critical.
Service Performance Management mainly includes:
[1] Service Support Performance
[2] Service Operability Performance
[3] Service Accessibility Performance

[4] Service Retainability Performance  

[5] Service Integrity Performance

[6] Service Security Performance
In this document we focus mainly on categories 3, 4, and 5. That leads to network performance indicators that include:
[1] Planning, Provisioning, and Administrative Performance (Resources and Facilities)

[2] Dependability  with  Availability Performance and related aspects (Grade of Service)
[3] Transmission Performance with Propagation aspects 

This document refers mainly to items 2 and 3.

2.1 Scope

Following objectives have been identified:

· Delivery of relevant services scenarios for Performance Management in an hybrid environment of converged heterogeneous networks.

· Delivery of recommendations and high level requirements on how to define modelled KQI/KPIs for the identified service scenarios. 

· In the second part of the stream timeframe (e.g. in January 2013) it will be evaluated to extend the scope of the stream to cover also the following objective:

· Based on the above 2 stream outcomes, a gap analysis of what already exists on Performance Management (mainly in 3GPP & TMF, See also [1] and [2] for references) will be provided. Based on this analysis, a set of KQIs and KPIs of interest will be selected and high level requirements will be defined.

· Delivery of the OSS Requirements for PM on the northbound interface, e. g. performance job schedule, create, modify and delete. And performance file collection requirement.

· Solution requirement (requirements and recommendations for performance data template or file format, such as xml schema)

Out of scope

· Performance measurement definition. Performance detail measurements or counters definition is out of PM scope because there are plenty of measurements in the current network to sort out. Our concern is not the NE specific measurements of the KPIs, but the way to manage the Performance data and their exchanges for the operator’s needs. Indeed, the operator shall be able to trigger  from its OSS PM application, performance jobs for dedicated purpose and need (targeted NEs, or targeted Cells, or targeted domain/ zone/ area), and collect related PM measurements within its OSS PM application. All Performance Management related information exchanges between the EMS and OSS PM applications shall comply with standardized specifications.

2.2 References

1 “NGMN Informative List of SON Use Cases”, April 17th, 2007 - [OPS06] PERFORMANCE MANAGEMENT IN REAL TIME
2 “NGMN Recommendation on SON and O&M Requirements”, December 5th, 2008 -PERFORMANCE MANAGEMENT IN REAL TIME

3 "Self-Optimizing Networks - The Benefits of SON in LTE”,  4G Americas, July 2011 - SELF‐TUNING X2 INDEPENDENT ALGORITHMS

4 ITU-T Recommendations E.800
5 ITU-T Recommendations E.801
6 TMF GB 917 SLA Management Handbook Volume 2 Concepts and Principles Release 2.5
7 3GPP TR 32.831 V1.0.0 , “Study on Alignment of 3GPP Performance Management and TM Forum Interface Program (TIP) Performance Management (Release 10)”
8 3GPP TS 32.410 Telecommunication management; Key Performance Indicators (KPI) for UMTS and GSM, Release 10

9 3GPP TS 32.450: Telecommunication management; Key Performance Indicators (KPI) for E-UTRAN:Definitions, Release 10

10 3GPP TS 32.455: Telecommunication management; Key Performance Indicators (KPI) for the Evolved Packet Core (EPC); Definitions, Release 10

11 ETSI TS 102 250-2 V2.2.1 2011-4. 

12 3GPP TS 32.401 Telecommunication management; Performance Management (PM); Concept and requirements

13 3GPP TS 32.451: Telecommunication management; Key Performance Indicators (KPI) for E-UTRAN; Requirements, Release 10
14     TMF GB923 Wireless Service Measurements Handbook V3.0

2.3 Terminology & Conventions

2.3.1 Conventions  
2.3.2 Definitions 

	Term
	Definition 
	Origin 

	Network Element (NE) 
	a facility or equipment used in the provision of a telecommunications service. Such term also includes features, functions, and capabilities that are provided by means of such facility or equipment, including subscriber numbers, databases, signaling systems, and information sufficient for billing and collection or used in the transmission, routing, or other provision of a telecommunications service
	Telecommunications Act of 1996, Federal Communication Commission



	Element Management System (EMS)
	network Element Manager (EM): provides a package of end-user functions for management of a set of closely related types of Network Elements. These functions can be divided into two main categories:

-
Element Management Functions for management of Network Elements on an individual basis. These are basically the same functions as supported by the corresponding local terminals.

-
Sub-Network Management Functions that are related to a network model for a set of Network Elements constituting a clearly defined sub-network, which may include relations between the Network Elements. This model enables additional functions on the sub-network level (typically in the areas of network topology presentation, alarm correlation, service impact analysis and circuit provisioning).


	3GPP TS 32.401 V11.0.0 (2012-09)

	Network Management System (NMS)
	Network Manager (NM): provides a package of end-user functions with the responsibility for the management of a network, mainly as supported by the EM(s) but it may also involve direct access to the Network Elements. All communication with the network is based on open and well-standardised interfaces supporting management of multi-vendor and multi-technology Network Elements.


	3GPP TS 32.401 V11.0.0 (2012-09)

	
	
	

	North Bound Interface (NBI)
	It’s the management interfaces between the Element Management System and Network Manage System.
	3GPP TS 32.101 V11.1.0(2012-12)

	South Bound Interface (SBI)
	It’s the management interfaces between the Nework Element and Element Management System.
	3GPP TS 32.101 V11.1.0(2012-12)

	
	
	

	Service Management Systems 
	All systems related to the Service Management Domain as explained in Chap 6 in TAM model 
	TMF - TAM

Application_Framework_R4_5__V4.3.doc
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	Resource Management Systems 
	All systems related to the Resource Management Domain as explained in Chap 7 in TAM model 
	TMF - TAM

Application_Framework_R4_5__V4.3.doc
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	Service Performance Managment System (PM System) 
	Service Performance Management Applications monitor, analyze, and report on the end-end service performance. This can include a real-time, end-to-end view to ensure that each service is functioning correctly as well as a historical view. 

These applications build on the Resource Performance data and active end-end service performance test data to provide a view of a service.

These applications provide a key input to determine the Quality of Service.
	TMF - TAM

Application_Framework_R4_5__V4.3.doc
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	Service Inventory 
	Service Inventory Management represents the applications which contain and maintain information about the instances of services in a telecom organization.

A Service Inventory application may store and manage any or all of the following entities:

•
Customer facing service (CFS) instances, and their attributes

•
Resource facing service (RFS) instances, and their attributes
	TMF - TAM

Application_Framework_R4_5__V4.3.doc
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	Resource Inventory 
	Resource Inventory applications manage information of all resources used to implement services and products. This application area is typically linked to various element management systems (i.e. building inventory for actual server, applications, network and resource assets) and resource inventory database systems which may or may not be combined with Service Inventory Application(s) or database(s). In addition, Resource management applications have a major role to play managing spare parts; passive resources including cable pairs and external plant and passive customer premises equipment. 

In addition, Resource Inventory applications are used to discover and manage underutilized or ‘stranded’ resources.
	TMF - TAM

Application_Framework_R4_5__V4.3.doc
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	Configuration Management System 
	A set of tools and databases that are used to manage an IT Service Provider's Configuration data. The CMS also includes information about Incidents, Problems, Known Errors, Changes and Releases; and may contain data about employees, Suppliers, locations, Business Units, Customers and Users. The CMS includes tools for collecting, storing, managing, updating, and presenting data about all Configuration Items and their Relationships. The CMS is maintained by Configuration Management and is used by all IT Service Management Processes.

See Configuration Management Database, Service Knowledge Management System.
	ITIL® V3 Glossary v3.1.24, 11 May 2007

	Configuration Database (CMdb)
	A database used to store Configuration Records throughout their Lifecycle. The Configuration Management System maintains one or more CMDBs, and each CMDB stores Attributes of CIs, and Relationships with other CIs.
	ITIL® V3 Glossary v3.1.24, 11 May 2007

	Configuration Item (CI) 
	Any Component that needs to be managed in order to deliver an IT Service. Information about each CI is recorded in a Configuration Record within the Configuration Management System and is maintained throughout its Lifecycle by Configuration Management. CIs are under the control of Change Management. CIs typically include IT Services, hardware, software, buildings, people, and formal documentation such as Process documentation and SLAs.
	ITIL® V3 Glossary v3.1.24, 11 May 2007

	
	
	

	Performance Indicator (PI) 
	Performance related data produced by Network Elements of wireline and wireless network.
	TMF GB 917 Release 2.5

	Key Performance Indicator  (KPI )
	KPI provides a measurement of a specific aspect of the performance of a service resource (network or non-network) or group of service resources of the same type. A KPI is restricted to a specific resource type.
	TMF GB923 V3.0

	Key Quality Indicator (KQI)
	KQI provides a measurement of a specific aspect of the performance of the product , product components (services) or service elements and draw their data from a number of sources including the KPIs.
	TMF GB923 V3.0

	
	
	

	Service Accessibility Performance
	 The ability of a service to be obtained, within specified tolerances and other given conditions, when requested by the user.


	ITU-T Recommendation E.800

	Service Retainability Performance
	The ability of a service, once obtained, to continue to be provided under given conditions for a requested duration
	ITU-T Recommendation E.800

	Service  Integrity Performance
	The degree to which a service is provided without excessive impairments, once obtained.
	ITU-T Recommendation E.800

	
	
	

	Near real time
	the shortest time necessary to avoid violation of  of agreed Service Level
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	


2.3.3 Abbreviations

3 Gap Analysis on existing previous work
Problem statement 

We first have to consider that main problems arise not in managing single technologies, but the collection of data coming from several element with different vendors, different technologies, etc.
A gap analysis in this context has to keep into account the existence of this constraint as currently several SDOs have already addressed this problem.

What has to be considered before doing this gap analysis is to define exactly the scenario and use cases that aim to cover our problem statement.

For instance: 3GPP TR 32.831 V1.0.0, “Study on Alignment of 3GPP Performance Management and TM Forum Interface Program (TIP) Performance Management (Release 10)” [7] provides consistent and aligned PM and PM interfaces in 3GPP and TMF. 

It:
•
Identifies similarities and differences of the PM capabilities in 3GPP and TMF TIP PM BA;

•
Proposes enhancements to 3GPP PM solutions for converged networks and to satisfy TMF TIP PM BA requirements;

•
Identifies any required changes in the 3GPP specifications;

•
Identifies any required changes in the TMF specifications (to be communicated to TMF).

Backwards compatibility of the PM IRP should be maintained as much as possible by re-using existing specifications to the maximum extent.

The counter collected by each of the Network Elements (NE) and the definition of those are NE specific and there is no intention to harmonize those.

However KPIs with a network view should be explored.

4 Scenarios/Use Cases  
4.1 Business Scenario (BS)

According to statistics, web browsing and streaming would take up over 70% of all traffic flow, thus to ensure good experience of these services is of high priority from both operator and vendor’s point of view. 
The following scenarios are applicable under the following general condition: As various technologies have developed over time, the monitoring of the performance of services provided over a network has to evolve accordingly. End-to-end performance indicators (PIs, KPIs, KQIs) are getting more and more important for the converged network where coexist 3G, 4G, copper and optical networks. 

These business scenarios cover both the wire-line and the wireless domain and future as well as existing technologies. Besides, OSS layers also impact the whole process of the performance indicators.

Table 1: Business Scenario Decomposition
	Business Scenarios
	Scope
	
	Additional Constraints/Criticity

	Video communication (BS1)
	Data supplied from various network and service sources such as Media Servers, Transmission Network and acquired from either fixed or mobile terminals 
	· 
· 

	Quality Perceived  to be considered

	Web browsing (BS2)
	Data supplied from various network and service sources such as web portals
	· 
	Short access time
Integrity of web content

	Walkman (BS3)
	Walkman Service is one of mobile music services which is realized with music experience consumption platform and client music player software installed in the cell phone. This service can help users to listen to music online, download ringtones and songs.
	· 
· 
	For the download subscenario , the user’s behavior would be browse songs list and select favorite song(s) or ringtone to download. Song(s) or ringtone download failure and slow download speeds of song(s) or ringtone are important customer perception.


For sake of description we also introduce the following identification codes for KQI categories
Table 2: KQI Category
	KQI ID
	KQI Category

	A KQI 
	Service Accessibility Performance

	R KQI 
	Service Retainability Performance

	I KQI
	Service Integrity Performance


4.1.1 Video Communication (BS1)

The quality perceived by the customer is relevant more than the “simple” measurement throughput of data.

There are two main class video service scenarios in networks at present:
· buffering video, e.g. Youtube. 
· real time video, e.g. video call, video conference. 
We focus on buffering video at the first place.

4.1.1.1  Buffering video KQIs/KPIs
For buffering video, the quality of the streaming(e.g.picture, audio) itself is not a problem, the customer’s perception usually focus on the accessibility, retainablility and integrity related KQIs. From the service usage aspect, the following KQIs should be identifyed:

	KQI Category
	Key Quality Indicator
	Definition

	Service Accessibility Performance
	Streaming Start Success Ratio


	The Streaming Start Success Ratio describes the probability that the streaming can be started to play by the UE when requested by the user. At this point, the initial buffering process has been finished.

	
	Streaming Start Delay
	The Streaming Start Delay describes the duration of a service access from requesting the stream at the portal until the streaming can be played at the UE

	Service Integrity Performance
	Streaming Stall Frequency
	The Streaming Stall Frequency describes average times that the stream playing is stalled and the streaming goes into rebuffering mode during the whole streaming process.

	
	Average Streaming Stall Time
	The Average Streaming Stall Time describes the average time that the every durations between a stream going into rebuffering mode and continuation of the stream

	
	Average Streaming Throughput
	The Average Streaming Throughput describes the average download speed of the streaming data during the whole streaming process


	Key Quality Indicator
	Related KPI 
	Technology
	PI

	Streaming Start Success Ratio


	[TS 32.450](eUTRAN):
E-RAB Accessibility; 
[TS 32.410] (UTRAN):
RAB Establishment Success Rate;
RRC Connection Establishment Success Rate; 
Service Access Success Rate;
PDP Context Activation Success Rate;
[TS 32.455] (GERAN):
EPS Attach Success Rate;
Dedicated EPS Bearer Creation Success Rate; Service Request Success Rate;
	Wireless network
	[TS 32.425]: Attempted RRC connection establishments; Successful RRC connection establishments; Number of initial E-RABs attempted to setup; 
Number of initial E-RABs successfully established;
[TS 32.426]: Attempted EPS attach procedures;
Successful EPS attach procedures;
[TS 32.405]: 
Attempted RAB establishments for PS domain;
Successful RAB establishments without queuing for PS domain; Successful RAB establishments with queuing for PS domain;
[TS 32.406]: Attempted GPRS attach procedures; Successful GPRS attach procedures;

	
	
	
	

	Streaming Start Delay
	[TS 32.455]: Dedicated Bearer Set-up Time by MME (Mean);

	Wireless network
	[TS 32.425]: RRC connection setup time;
Mean E-RAB Setup time; Maximum E-RAB Setup time;
[TS 32.405]: RAB PS connection set-up time (Mean);
RAB PS connection set-up time (Maximum);
RRC connection set-up time (Mean);
RRC connection set-up time (Maximum);
PDP Context set-up time;
[TS 32.406]:
PDP Context set-up time, initiated by MS;
PDP Context set-up time, initiated by Network;

	
	
	
	

	Streaming Stall Frequency
	[TS 32.450]: 
E-RAB Retainability;
[TS 32.410]:
RAB Abnormal Release Rate; GERAN Service Abnormal Release Rate;

	Wireless network
	[TS 32.425]:
DL PDCP SDU drop rate;
DL PDCP SDU air interface loss rate;
[TS 32.405]:
Attempted RRC re-establishments;
Failed RRC re-establishments;
;m





























































































































	
	PON/ONU Upstream/Downstream Rate
	Wireline network
	PON/ONU Upstream/Downstream Rate

	Average Streaming Stall Time
	[TS 32.450]: 
E-RAB Retainability;
E-UTRAN IP Throughput;
E-UTRAN IP Latency;
[TS 32.410]:
Percentage of Established RABs, TotalPS;
[TS 32.455]: Mean Active Dedicated EPS Bearer Utilization;
	Wireless network
	[TS 32.425]:
Average DL cell PDCP SDU bit-rate;
Maximum DL cell PDCP SDU bit-rate;
Average DL PDCP SDU delay;
IP Throughput in DL; 
IP Latency in DL;
[TS 32.426]:
Number of incoming IP data packets on the S1-MME interface from eNodeB to MME;
Number of outgoing IP data packets on the S1-MME interface from MME to eNodeB;
[TS 32.406]:
Number of outgoing GTP data packets on the Iu interface;
Number of incoming GTP data packets on the Iu interface;;m





























































































































	
	PON/ONU Upstream/Downstream Rate
	Wireline network
	PON/ONU Upstream/Downstream Rate

	Average Streaming Throughput
	[TS 32.450]: 
E-UTRAN IP Throughput;
E-UTRAN IP Latency;

	Wireless network
	[TS 32.425]:
IP Throughput in DL; 
IP Latency in DL;
Average DL cell PDCP SDU bit-rate;
Maximum DL cell PDCP SDU bit-rate;
[TS 32.426]:
Number of incoming IP data packets on the S1-MME interface from eNodeB to MME;
Number of outgoing IP data packets on the S1-MME interface from MME to eNodeB;
[TS 32.405]:
Number of incoming IP data packets on the Gi interface;
Number of outgoing IP data packets on the Gi interface;
[TS 32.406]:
Number of outgoing GTP data packets on the Iu interface;
Number of incoming GTP data packets on the Iu interface;;m





























































































































	
	PON/ONU Upstream/Downstream Rate
	Wireline network
	PON/ONU Upstream/Downstream Rate




Note: 
The above indicators are just some ones and not yet fully represented. What is to be done yet is to find in our services or in the literature some well represented examples of KQI and how they are related to KPI. 
· Each service KQI is impacted by more than one network KPI.

· Not every network KPI will impact a service KQI. 

· Each service will have its own network KQI mapping. 

4.1.2 Web Browsing (BS2)
In the networks, Web browsing is the one of most popular service and consumes much bandwidth. Http is the most widely used protocol, the following KQI description is based on the http process.
	KQI Category
	Key Quality Indicator
	Definition

	Service Accessibility Performance
	Page Response Success Ratio


	The Page Response Success Ratio describes the probability that the web page can be started to display by the UE when requested by the user. 

	
	Page Response Delay
	The Page Response Delay describes the duration of a service access from requesting the page at the UE until the page connection have been built.

	Service Integrity Performance
	Page Display Success Ratio
	The Page Display Success Ratio describes the probability that the web page can be displayed successfully by the UE when request by the user. 

	
	Page Display Delay
	The Page Display Delay describes the duration of the time from the first data package is sent until the all page content is displayed successfully.

	
	Average Page Download Throughput
	The Average Page Download Throughput describes the average download speed of the web page data during the whole web browsing process.


	Key Quality Indicator
	Related KPI 
	Technology
	PI

	Page Response Success Ratio


	[TS 32.450](eUTRAN):
E-RAB Accessibility; 
[TS 32.410] (UTRAN):
RAB Establishment Success Rate;
RRC Connection Establishment Success Rate; 
Service Access Success Rate;
PDP Context Activation Success Rate;
[TS 32.455] (GERAN):
EPS Attach Success Rate;
Dedicated EPS Bearer Creation Success Rate; Service Request Success Rate;
	Wireless network
	[TS 32.425]: Attempted RRC connection establishments; Successful RRC connection establishments; Number of initial E-RABs attempted to setup; 
Number of initial E-RABs successfully established;
[TS 32.426]: Attempted EPS attach procedures;
Successful EPS attach procedures;
[TS 32.405]: 
Attempted RAB establishments for PS domain;
Successful RAB establishments without queuing for PS domain; Successful RAB establishments with queuing for PS domain;
[TS 32.406]: Attempted GPRS attach procedures; Successful GPRS attach procedures;

	
	
	
	

	Page Response Delay
	[TS 32.455]: Dedicated Bearer Set-up Time by MME (Mean);

	Wireless network
	[TS 32.425]: RRC connection setup time;
Mean E-RAB Setup time; Maximum E-RAB Setup time;
[TS 32.405]: RAB PS connection set-up time (Mean);
RAB PS connection set-up time (Maximum);
RRC connection set-up time (Mean);
RRC connection set-up time (Maximum);
PDP Context set-up time;
[TS 32.406]:
PDP Context set-up time, initiated by MS;
PDP Context set-up time, initiated by Network;

	
	
	
	

	Page Display Success Ratio
	[TS 32.450]: 
E-RAB Retainability;
[TS 32.410]:
RAB Abnormal Release Rate; GERAN Service Abnormal Release Rate;

	Wireless network
	[TS 32.425]:
DL PDCP SDU drop rate;
DL PDCP SDU air interface loss rate;
[TS 32.405]:
Attempted RRC re-establishments;
Failed RRC re-establishments;
;m





























































































































	
	PON/ONU Upstream/Downstream Rate
	Wireline network
	PON/ONU Upstream/Downstream Rate

	Page Display Delay
	[TS 32.450]: 
E-RAB Retainability;
E-UTRAN IP Throughput;
E-UTRAN IP Latency;
[TS 32.410]:
Percentage of Established RABs, TotalPS;
[TS 32.455]: Mean Active Dedicated EPS Bearer Utilization;
	Wireless network
	[TS 32.425]:
Average DL cell PDCP SDU bit-rate;
Maximum DL cell PDCP SDU bit-rate;
Average DL PDCP SDU delay;
IP Throughput in DL; 
IP Latency in DL;
[TS 32.426]:
Number of incoming IP data packets on the S1-MME interface from eNodeB to MME;
Number of outgoing IP data packets on the S1-MME interface from MME to eNodeB;
[TS 32.406]:
Number of outgoing GTP data packets on the Iu interface;
Number of incoming GTP data packets on the Iu interface;;m





























































































































	
	PON/ONU Upstream/Downstream Rate
	Wireline network
	PON/ONU Upstream/Downstream Rate

	Average Page Download Throughput
	[TS 32.450]: 
E-UTRAN IP Throughput;
E-UTRAN IP Latency;

	Wireless network
	[TS 32.425]:
IP Throughput in DL; 
IP Latency in DL;
Average DL cell PDCP SDU bit-rate;
Maximum DL cell PDCP SDU bit-rate;
[TS 32.426]:
Number of incoming IP data packets on the S1-MME interface from eNodeB to MME;
Number of outgoing IP data packets on the S1-MME interface from MME to eNodeB;
[TS 32.405]:
Number of incoming IP data packets on the Gi interface;
Number of outgoing IP data packets on the Gi interface;
[TS 32.406]:
Number of outgoing GTP data packets on the Iu interface;
Number of incoming GTP data packets on the Iu interface;;m





























































































































	
	PON/ONU Upstream/Downstream Rate
	Wireline network
	PON/ONU Upstream/Downstream Rate


4.1.3 Walkman (BS3)

Walkman Service is one of mobile music services which is realized with music experience consumption platform and client music player software installed in the cell phone. This service can help users to listen to music online, download ringtones and songs.
The scenario of the service is as following.
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 Figure 2: Network Topology for Walkman  Business Scenario
1. Users open Walkman client application installed in mobile phone and login Walkman System through core network and WAP gateway.

2. Users browse songs list and select favourite song(s) or ringtone to download. Walkman System inquires of Central Music Platform the service policy and presents the result information of billing policy and prices to client application. Users confirm it, then client application gets ready to download song(s) or ringtone.

3. Walkman System requests the download address from File Storage and returns the download address to client application. Client application starts to download song(s) and/or ringtone from File Storage with the download address. The service supports broken-point continuingly-transferring.
4. After the completion of song(s) and/or ringtone download, client application will return the success status to Walkman System. Then Walkman System notifies Music Service Platform to send the copyright of songs and/or ringtone to client application then charging begins.

Identified sub scenarios for Walkman usecase are: 

Table 7: SubScenarios of Walkman
	ID
	SubScenario 
	Service Attribute
	Key Quality Indicator

	BS3.2
	Download sub scenario


	Download music is success, and not often failure.
	Download Success Rate
Data Rate

	BS3.3
	Audio Streaming 
	Audio stream is integrity, and not lose some tones or paused.
	Data Error Rate


4.1.3.1


	
	
	
	

	
	








	
	








	
	
	
	




	
	
	
	
	
	
	

	
	
	
	
	
	
	

	
	
	
	
	
	

	

	
	
	
	
	
	


	

	
	
	
	
	
	

	

	
	
	
	
	
	
	

	
	
	

	
	
	

	


4.1.3.2 Download sub scenario
For the download sub scenario, the user’s behaviour would be browse songs list and select favourite song(s) or ringtone to download. Song(s) or ringtone download failure and slow download speeds of song(s) or ringtone are important customer perception. It involves wireless network, core network, WAP gateway, application network, Central Music Platform and Walkman System.

	KQI Category
	Key Quality Indicator
	Definition

	Service Accessibility

Performance
	File Download Response Success Rate
	The Download Response Success Rate describes the probability that the user can set up the transmission successfully for download when requested by the user. 

	
	File Download Response Delay
	The Download Response Delay describes the download response duration from requesting the download at the portal until the transmission is setup successfully.

	Service Integrity

Performance
	File Download Success Rate 
	The Download Success Rate describes the probability that the user can download the whole songs data successfully from the Walkman system. 

	
	File Data Rate
	The Data Rate describes the bit-rate of transmission that songs download from the Walkman system.

	
	File Download Delay
	The Download Delay describes the download duration from the first data packet send to the UE until the whole songs data is download to the UE.

	
	
	
	

	Key Quality Indicator
	Related KPI 
	Technology
	PI

	File Download Response Success Rate 
	[TS 32.450]:
E-RAB Accessibility; 
[TS 32.410]:
RAB Establishment Success Rate;
RRC Connection Establishment Success Rate; 
Service Access Success Rate;
PDP Context Activation Success Rate;
[TS 32.455]:
EPS Attach Success Rate;
Dedicated EPS Bearer Creation Success Rate; Service Request Success Rate;
	Wireless network
	[TS 32.425]: Attempted RRC connection establishments; Successful RRC connection establishments; Number of initial E-RABs attempted to setup; 
Number of initial E-RABs successfully established;
[TS 32.426]: Attempted EPS attach procedures;
Successful EPS attach procedures;
[TS 32.405]: 
Attempted RAB establishments for PS domain;
Successful RAB establishments without queuing for PS domain; Successful RAB establishments with queuing for PS domain;
[TS 32.406]: Attempted GPRS attach procedures; Successful GPRS attach procedures;

	File Download Response Delay
	[TS 32.455]: Dedicated Bearer Set-up Time by MME (Mean);

	Wireless network
	[TS 32.425]: RRC connection setup time;
Mean E-RAB Setup time; Maximum E-RAB Setup time;
[TS 32.405]: RAB PS connection set-up time (Mean);
RAB PS connection set-up time (Maximum);
RRC connection set-up time (Mean);
RRC connection set-up time (Maximum);
PDP Context set-up time;
[TS 32.406]:
PDP Context set-up time, initiated by MS;
PDP Context set-up time, initiated by Network;

	File Download Success Rate 
	[TS 32.450]: 
E-RAB Retainability;
[TS 32.410]:
RAB Abnormal Release Rate; GERAN Service Abnormal Release Rate;

	Wireless network
	[TS 32.425]:
DL PDCP SDU drop rate;
DL PDCP SDU air interface loss rate;
[TS 32.405]:
Attempted RRC re-establishments;
Failed RRC re-establishments;
;m





























































































































	
	PON/ONU

Mean Time between Resynchronizations
	Wireline network
	Mean Time between Resynchronizations(MTBR)

	File Download Delay
	[TS 32.450]: 
E-UTRAN IP Throughput;
E-UTRAN IP Latency;
Percentage of Established RABs, TotalPS;
[TS 32.455]: Mean Active Dedicated EPS Bearer Utilization;
	Wireless network
	[TS 32.425]:
Average DL cell PDCP SDU bit-rate;
Maximum DL cell PDCP SDU bit-rate;
Average DL PDCP SDU delay;
DL PDCP SDU drop rate;
DL PDCP SDU air interface loss rate;
IP Throughput in DL; 
IP Latency in DL;
;m





























































































































	
	PON/ONU Upstream/Downstream Rate
	Wireline network
	PON/ONU Upstream/Downstream Rate

	File Data Rate 

	[TS 32.450]: 
E-UTRAN IP Throughput;
E-UTRAN IP Latency;
[TS 32.410]:
Percentage of Established RABs, TotalPS;
[TS 32.455]: Mean Active Dedicated EPS Bearer Utilization;
	Wireless network
	[TS 32.425]:
IP Throughput in DL; 
IP Latency in DL;
Average DL cell PDCP SDU bit-rate;
Maximum DL cell PDCP SDU bit-rate;
Average DL PDCP SDU delay;
DL PDCP SDU drop rate;
DL PDCP SDU air interface loss rate;
;m





























































































































	
	PON/ONU Upstream/Downstream Rate
	Wireline network
	PON/ONU Upstream/Downstream Rate



	
	
	
	
	
	
	

	
	
	
	
	
	
	

	
	
	
	
	
	
	

	
	
	
	
	
	
	

	
	
	
	
	
	
	

	
	
	

	
	
	
	

	
	
	
	
	
	
	

	
	
	
	
	
	
	


4.1.3.3 Audio Streaming sub scenario
For the audio streaming sub scenario , which has two main subscenarios: buffering audio (the audio streaming data have been existed in the server); real time audio streaming.  . It involves wireless network, core network, WAP gateway, application network, Central Music Platform and Walkman System.
Table 10: KQIs and Related KPIs of Audio Streaming Sub Scenario
	Key Quality Indicator
	KQI Category
	Related KPI
	KPI description
	Technology
	PI
	Origin

	Data Error Rate


	Integrity


	Data error rate per service
	This KPI is obtained by network for each user from user end to application server end.
	GSM/UMTS/LTE/WLAN
	Data error rate per service per user.
	

	
	
	Packet Loss Ratio
	This KPI is obtained by The interface of mobile boradband Network Packet Loss Ratio
	MobileBroadBand
	Packet Loss Ratio(%)
	

	Delay


	Integrity


	Average Delay 
	This KPI is obtained by the interface of mobile boradband Network Average Delay
	MobileBroadBand
	Avg.Delay(ms)


	

	
	
	Minimum Delay 
	This KPI is obtained by the interface of mobile boradband Network Minimum Delay
	MobileBroadBand
	Min.Delay(ms)
	

	
	
	Maximum Delay 
	This KPI is obtained by the interface of mobile boradband Network Maximum Delay
	MobileBroadBand
	Max.Delay(ms)
	

	Jitter
	Integrity
	Average Jitter
	This KPI is obtained by the interface of mobile boradband Network Average Jitter
	MobileBroadBand
	Avg. Jitter (ms)


	


5 Requirements

5.1 Generic Requirements

The main actor analyzed for the Business scenarios above is the Performance Management System and their elements EMS, NMS, NEs.
Following requirements would like to cover use cases that may cover both the wireline and the wireless domain and future as well as existing technologies. KQI shall be technology and network agnostic.
	Identifier: REQ-PM-0
	Rel. Use case id : 
	Priority:

	Title :  Independent KQI


	Description:  

KQI should be network type, technology, and vendor independent.

	Rationale:  

The service can be provided on heterogeneous networks with fixed devices or mobile devices moving through them. It is necessary to ensure a suitable level of service independently from the context.

This requirement relates all scenarios because it would allow to measure the quality when the service is accessed from either fixed network and mobile network. 



	Identifier: REQ-PM-1
	Rel. Use case id : 
	Priority:

	Title :  Independent KPI 


	Description:  

KPI used to build KQI should be as much as possible network type, technology, and vendor independent.

	Rationale:  

The service can be provided on heterogeneous networks with fixed devices or mobile devices moving through them. It is necessary to ensure a suitable level of service independently from the context.

This requirement relates all scenarios because it would allow to measure the quality when the service is accessed from either fixed network and mobile network. 



	Identifier: REQ-PM-2
	Rel. Use case id : 
	Priority:

	Title :  Homogeneity of PIs


	Description:  

PIs shall  be defined where relevant (applicable to wireline and wireless technology) in similar ways in every technology in order to allow KPIs to be as much as possible technology independent (according to REQ-PM-1)  

	Rationale:  

PIs are already existing in each technology, but in order to compute KPIs it has to be possible to mix similar PIs coming from different technologies to produce  common KPIs necessary for  a global service KQI.  In design of new network elements, it needs to take consideration existence of similar PIs in other technologies. 
This requirement addresses newly introduced NEs either in the fixed and mobile networks. And do not expect changes are performed on existing ones.

It also addresses all the above described scenarios. 


	Identifier: REQ-PM-3
	Rel. Use case id : 
	Priority:

	Title :  KQIs derivation  


	Description:  

In order to ensure performance management of services deployed jointly on different technology domains, it shall be possible to produce KQIs based on KPIs in near real time from different technologies.


	Rationale:  



 
It might be necessary to collect PI(s) from different technology domains to produce/calculate KPIs and KQIs in Near Real Time (Note 1) in order to detect violation of  agreed Service Level.

It also addresses all the above described scenarios.



Note 1: The term “Near Real Time” is a time constraint within which the described task/activity should take place; else the task/activity would be considered a failure. Whether the described task/activity could actually take place within the time constraint is dependent on factors such as complexity of task/activity involved, technology involved etc and should be examined on case by case basis. 
5.2 General Requirements

According to ITU-T Recommendation E.800, six Quality of Service categories are defined as follows:

· Service Support Performance: The ability of an organization to provide a service and assist in its utilization.

· Service Operability Performance: The ability of a service to be successfully and easily operated by a user.

· Service Accessibility Performance: The ability of a service to be obtained, within specified tolerances and other given conditions, when requested by the user.

· Service Retainability Performance: The ability of a service, once obtained, to continue to be provided under given conditions for a requested duration.

· Service  Integrity Performance: The degree to which a service is provided without excessive impairments, once obtained.

· Service Security Performance: The protection provided against unauthorized monitoring, fraudulent use, malicious impairment, misuse, human mistake and natural disaster.

According to the above categories, it seems suitable to ensure that related requirements on KQI/ KPI are impacted by the presence of several network technologies (fixed, mobile, new, old tech., ) This suggests to introduce a requirements for each of the above categories that may suffer different impact from the heterogeneous scenarios we are facing.

	Identifier: REQ-PM-4
	Rel. Use case id : 
	Priority:

	Title : Genericity of   Accessibility KQI


	Description:  

All KQIs related to Accessibility shall be Technology, Network type independent. 

These should also be SDOs , vendors and operators independent.

	Rationale:  

In providing services to end-users, the first step is to get access to the service, independently from the network or technology used by the client. First after access to the service has been performed, the service can be used. If an accessibility measurement is not considered OK, then the network operator cannot investigate which steps that are required to improve the accessibility towards their customers. For example, the current wireless communication technologies contain GSM, UMTS, LTE, WLAN and etc., which have different features. So the performance measurements of accessibility for different wireless networks vary. The same for access from fixed network, For instance, performance measurement of RRC connection establishment and RAB establishment can reflect the accessibility of UMTS network.

In case of Services relying on just one technology it is not necessary to have KQI independent  from the technology.


	Identifier: REQ-PM-5
	Rel. Use case id : 
	Priority:

	Title : Genericity of   Reteinability  KQI


	Description:  

All KQIs related to Retainability shall be Technology, Network type independent. 

These should also be SDOs , vendors and operators independent.

	Rationale:  

When a service is used, it is important that it is not interrupted or aborted. If a retainability measurement is not considered OK, then the network operator cannot investigate which steps that are required to improve the retainability towards their customers. This measurement should be used for observing the impact of telecommunications network on end-users service retainability. For example, the current wireless communication technologies contain GSM, UMTS, LTE, WLAN and etc., which have different features. So the performance measurements of retainability for different wireless networks vary. For instance, performance measurement of RAB abnormal release could reflect the retainability of UMTS network directly.
In case of Services relying on just one technology it is not necessary to have KQI independent  from the technology.


	Identifier: REQ-PM-6
	Rel. Use case id : 
	Priority:

	Title : Genericity of Integrity KQI


	Description:  

All KQIs related to Integrity shall be Technology, Network type independent. 

These should also be SDOs , vendors and operators independent.


	Rationale:  

When a service is used, it is important that the quality of the service is acceptable. If an integrity measurement is not considered OK, then the network operator cannot investigate which steps that are required to improve the quality provided to their customers. This measurement should be used for observing the impact of telecommunications network on end-users service integrity. For example the current wireless communication technologies contain GSM, UMTS, LTE, WLAN and etc., which have different features. So the performance measurements of integrity for different wireless networks vary. For instance, performance measurement of E-UTRAN IP throughput could reflect the integrity of LTE network directly.
In case of Services relying on just one technology it is not necessary to have KQI independent  from the technology.


5.3 High Level Functional Requirements

	Identifier: REQ-PM-7
	Rel. Use case id : 
	Priority:

	Title :  uniform collection mechanism (standardization of  NBI)



	Description:  

The PIs shall be collected by NMS via EMS from different types of network elements in a uniform way.



	Rationale:  

The same collecting approach (same processes,  same tools, … ) has to be used to collect Performance information from EMS to NMS for all Network  Element types to ensure  the possibility of collecting information efficiently for  the proposed service, independently from the network , vendor, provider.
 For example in  scenarios above, the file name that contains PI information and the method to get the performance file should be specified in same way for all kinds of NEs from wireline and wireless network.


	Identifier: REQ-PM-8
	Rel. Use case id : 
	Priority:

	Title :  Homogeneity of PIs administration with respect to network type and technology  ( standardization of  NBI)


	Description: 

Measurement jobs shall be done for collecting performance PI values in a converged management environment .

The parameters of the job (e. g. frequency, timing,) shall be defined taking into account the presence of several technologies and network types. 



	Rationale:  

Strictly associated to the need of a Uniform Collection mechanism ( Req. REQ-PM-7 ) also  attributes (same scales for instance ) need  homogeneity in spite of the technology, to ensure their mixing  in case of  services provided contemporaneously on several networks and / or comparison. 
For example in the scenarios above, measurement job administration including addition, modification and deletion of attributes and jobs should be done in the same method.


	Identifier: REQ-PM-9
	Rel. Use case id : 
	Priority:

	Title : Mode of PI transmission    


	Description:  

It shall be possible to transfer PIs in the following  ways:

· Vertically  

· 
· from NE to  EMS and then from EMS to NMS  via North Bound Interface
· directly from NEs to NMS 
· horizontally, from NMS to NMS



	Rationale:

It is important to ensure the transmission of performance indicators between the various OSS layers: the KPIs collected from the Network layer Element managers, should be passed to OSS Performance Management systems, and then reported to newly evolved Service Quality and Customer Experience management systems. In the case of some NEs without EMS, such as WLAN, router and switch etc. PIs produced from them should be transferred directly to NMS. 
All this should be done with maximum flexibility, allowing efficient collection through all technologies, harmonizing the existent in each single domain. 

For example in the scenarios above, for NEs with OMC, PIs should be transferred from NE to EMS then from EMS to NMS by NBI. For NEs without OMC like WLAN, PIs should be transferred PIs directly from NEs to NMS.


	Identifier: REQ-PM-10
	Rel. Use case id : 
	Priority:

	Title : Unified Templates for definition of PIs/KPIs 

	Description: A single template shall be defined for definition of PIs, and another one for KPIs, covering different services in converged management environment,
The template shall include among others the name, formulation, type of  measurements 

	Rationale:  

Strictly associated to the need  of a Uniform Collection mechanism ( Req. REQ-PM-7 ) here it is stressed the idea that it is not only necessary to have the same tools and processes for the collection of PIs/KPIs across the network but also the availability of the same templates are a critical aspect that needs to be addressed for efficient collection of KPIs and calculation of the related Quality Indicators
This requirement relates to all scenarios above, because it would allow the availability of the same template when the service or services are accessed from either mobile network or fixed network. KQIs are to be the same for both accesses.


	Identifier: REQ-PM-11
	Rel. Use case id : 
	Priority:

	Title :  Standardized Performance Data (PI and KPI)  exchange  format (through  NBI)


	Description:  

The performance data (PI and KPI if they are calculated in EMS) to be  forwarded to NMS shall have one standard encoding format (e.g. output file format- independent from vendors and technology) 


	Rationale:  

Strictly associated to the need of a Uniform Collection mechanism (Req. REQ-PM-7), it is also necessary to provide a mean for transferring Performance data to NMS in a uniform way independent from Vendor, Technology, and Network Type.
This requirement addresses all the above described scenarios. It needs one standard encoding format to output Performance Data to NMS independent from vendor and technology either in fixed networks or mobile networks.


	Identifier: REQ-PM-12
	Rel. Use case id : 
	Priority:

	Title : Unified exchange format for KPIs or KQI  at OSS/BSS  Level  


	Description:  

A common, harmonized and consistent exchange format for KPI (if it is calculated in OSS) or KQI agreed between interworking OSS/ BSS applications/areas for performance and service quality management shall be defined.

Service PM system shall be able to keep and share Quality Information with all applications supporting SLA management independently from the network technology used and vendor.


	Rationale:  

It is close to REQ-PM-11 but related to the exchange of information among OSS /BSS applications. 
This requirement relates all scenarios above because the quality information should be shared to support SLA management independently from technology and vendor.


	Identifier: REQ-PM-13
	Rel. Use case id : 
	Priority:

	Title :  Technology independent for  OSS Performance Management systems 


	Description:  

OSS Performance Management system shall be able to manage KQIs/KPIs/PIs for either fixed and mobile networks and independent of  the network technology used.


	Rationale:  

Also Management Systems need to be able to manage data coming from several technologies to produce SQA metrics to measure SLA compliancy.
This requirement relates all scenarios above because OSS Performance Management system has the ability to manage performance data covering both fixed and mobile networks to support SLA management independently from technology and vendor.


	Identifier: REQ-PM-14
	Rel. Use case id : 
	Priority:

	Title :  EMS as a collector to provide (nearly) real time PIs to NMS



	Description:  

EMS shall be able to provide PIs  to NMS  in near real time to enable  NMS 

1. to calculate KPIs, if necessary,  from the PIs

2. to forward KPIs to Service Management System  



	Rationale:  

It is necessary to feed Service Management Systems with necessary KPIs and KQIs relevant to the provided services calculation  to ensure SLA fulfilment.
This requirement relates all scenarios above because it should be ensured that NMS has ability to obtain performance data without delay to monitor network performance and report to Service Management System.


	Identifier: REQ-PM-15
	Rel. Use case id : 
	Priority:

	Title :  NMS as a collector provides (nearly) real time KPIs to Service Management  System 



	Description:  

NMS shall be able to provide KPIs  to Service Management System  in near real time to enable  Service Management System  

1. to calculate KQIs from the KPIs

2. to enable  Service Management System to verify SLA compliance  



	Rationale:  

It is necessary to feed Service Management Systems with necessary KPIs to ensure KQIs relevant to the provided services calculation  to ensure SLA fulfilment
This requirement relates all scenarios above because it should be ensured that Service Management System has ability to obtain quality information without delay to monitor service quality and verify SLA compliance.


	Identifier: REQ-PM-16
	Rel. Use case id : 
	Priority:

	Title :  Relationship between  PI instances and Resource  instance  



	Description:  

Since measurement object of PI must be based on resource instance, so it shall be possible to keep relation among PIs and the related Resources Independently from the technology, vendor, and Network Type.  

	Rationale:  

This is necessary to ensure the exact identification of the Resources impacted by possible lack of performance in multi technology service provisioning.
This requirement relates all scenarios above because PIs should conduct network performance assessment and perform various aspects of trend analysis against specific resource instance, including error rate and cause analysis and resource degradation. 


	Identifier: REQ-PM-16b 
	Rel. Use case id : 
	Priority:

	Title :  Relationship between  KPI instances and  Resource instances  



	Description:  

Since measurement object of PI must be based on resource instance, so it shall be possible to keep relation among KPIs and the related Resources Independently from the technology, vendor, and Network Type  

	Rationale:  

This is necessary to ensure the exact identification of the Resources impacted by possible lack of performance in multi technology service provisioning.
This requirement relates all scenarios above because KPIs should collect, correlate, consolidate, and validate various performance statistics against specific resource instance. 


	Identifier: REQ-PM-17
	Rel. Use case id : 
	Priority:

	Title :  KPIs instances  stored in the Resource Inventory system  



	Description:  

KPIs stored (dynamically) in the Resource Inventory at OSS level . 

These KPI are the ones to be considered when designing KQIs and SLA for newly defined services



	Rationale:  

It is necessary to save and retrieve historical data related to the Performance of the Resources Independently from the technology, vendor, and Network Type to be able to measure the historical evolution of the Quality of the Service.
This requirement relates all scenarios above because KPIs should collect, correlate, consolidate, validate and evaluate various performance data for the service quality management and SLA compliance. 


	Identifier: REQ-PM-18
	Rel. Use case id : 
	Priority:

	Title :   Relationship between  KQIs instances and service instance in the Service Model 



	Description:  

A given Service has associated some Quality Indicators (KQI) and the relation has to be kept to be able to associate the Service to the indicators, eventually distributed according different levels of Quality for the service (Silver, Gold, Platinum) 

	Rationale:  

It has to be possible to cross correlate Service Instances to related Quality indicators to be able to produce SLA fulfilment indicators for each given service instance.
This requirement relates all scenarios above because KQIs should collect, correlate, consolidate, and validate various quality statistics against specific service instance.


	Identifier: REQ-PM-18b
	Rel. Use case id : 
	Priority:

	Title :  KQI instances should have a single point of access from the  OSS Service  Inventory system  


	Description:  

Quality indicators for a service are defined within the Service Design process and stored in the Service Inventory. 

These KQI are the ones to be measured using the converged KPIs



	Rationale:  
This requirement relates all scenarios above because KQIs should be ensured to output the accurate value without time and location effects even supporting several applications.


	Identifier: REQ-PM-18c
	Rel. Use case id : 
	Priority:

	Title :     Relationship among  Service Instances and Resource Instances  

	Description:  

OSS Inventory management system have to keep relations among  all Service Instances and related resource instances  

	Rationale:  
This requirement relates all scenarios above. KQIs provide a measure of specific aspect of a service and are based on a number of sources including the KPIs. KPIs provide a measurement of a specific aspect of the performance of a service resource or group of service resources of the same type. These are usually computed on the basis of relationship among service instances and resource instances.


	Identifier:  REQ-PM-19
	Rel. Use case id : 
	Priority:

	Title:  KPIs have to be made available for the adjustment of the Network configuration (eg SON functionaliies) 


	Description:  

The above defined Exchange format <reference>  shall be used to make KPIs available to OSS configuration management system (eg SON functionalities) in a nearly real time mode, to re-configure the NEs if necessary to ensure SLA fulfillment



	Rationale:  

Performance Management provides constant monitoring of the performance of networks to evaluate and report on the behaviour of telecommunication equipment and the effectiveness of the network, which helps to support the opening up and the deployment or reconfiguration of services with high levels of service availability for customers.
This requirement relates to Walkman scenario. When a service is used it is important that it is not interrupted or aborted. If a retainability measurement is not considered OK, then it is required to improve the retainability towards customers. This measurement should be shared to OSS configuration management system for observing the impact of telecommunications network on end-users service retainability and to re-configure the NEs if necessary. For instance, performance measurement of RAB abnormal release could reflect the retainability of UMTS network directly.



	Identifier: REQ-PM-20
	Rel. Use case id : 
	Priority:

	Title :  the KQI definition should cover the most used typical services in the networks.


	Description:  

The KQI definition shall cover the most used typical services in the networks, e.g. video, web browsing, file download, email.


	Rationale:  

All the application scenarios are composed by servral typical services, if the KQIs of the services which are used in the scenario are defined,  the KQIs of the application scenario  can be derived from the basic typical services KQIs.


5.4 Other

<For each requirement introduce a table like the following one clearly identifying each entry to allow cross traceability with Use Cases >

	Identifier: 
	Rel. Use case id : 
	Priority:

	Title : 


	Description:  



	Rationale:  




6 Performance Management DETAILED INFORMATION 

The figure below ITU-T Recommendation E.800 is a framework intended to provide a general guide to the factors which contribute collectively to the overall quality of service as perceived by the user of a telecommunication service. The terms in the diagram can be thought of as generally applying either to the quality of service levels actually achieved in practice, to objectives which represent quality of service goals, or to requirements which reflect design specifications.

The figure is structured to show that one quality of service factor can depend on a number of others. It is important to note – although it is not explicitly stated in any of the definitions contained in this document – that the value of a characteristic measure of a particular factor may depend directly on corresponding values of other factors which contribute to it. This necessitates, whenever the value of a measure is given, that all of the conditions having an impact on that value be clearly stated.

The essential aspect of the global evaluation of a service is the opinion of the users of the service. The result of this evaluation expresses the users’ degrees of satisfaction. This Recommendation provides a framework for:

· The quality of service concept;

· Relating quality of service and network performance;

· A set of performance measures.

It is obvious that a service can be used only if it is provided, and it is desirable that the provider has a detailed knowledge about the quality of the offered service. From the provider’s viewpoint, network performance is a concept by which network characteristics can be defined, measured and controlled to achieve a satisfactory level of service quality.

It is up to the Service Provider to combine different network performance parameters in such a way that the economic requirements of the Service Provider as well as the satisfaction of the User are both fulfilled.
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Figure 3: Performance Concepts from ITU-T E800 doc
NOTES

1. Each concept may affect the one above collectively or individually.

2. For the sake of clarity not all relationships are indicated, though they may be implied on the figure.

6.1 Key Quality Indicators (KQIs)

KQIs provide a measurement of a specific aspect of the performance of the product, product components (services) or service elements and draw their data from a number of sources including the KPIs. There are two main types of KQI.  < specify the origin of the definition in the text and check if it is possible to quote exactly the original definition>

· The product KQI, which is required to monitor the quality of product offered to the end-user.

· The service KQI, which is focused on monitoring the performance of individual product components (services). 

Product KQIs will derive some of their data from the Service KQIs, which are obtained by aggregating multiple KPIs. A product consists of a number of services which may be either network or non-network based. Services such as Voice, SMS and WAP are network derived, while itemized billing, customer care and insurance have little dependence on network resource. Correspondingly, KQIs can be sorted to network and non-network KQIs. In this document, service KQIs are only studied in their network related aspects. The KQIs that we want to consider in the present document are the severability ones as described in ITU-T Recommendation E.800 i. e. the ones that provide the ability of a service to be obtained – within specified tolerances and other given conditions – when requested by the user and continue to be provided without excessive impairment for a requested duration.

· Accessibility: The ability of a service to be obtained, within specified tolerances and other given conditions, when requested by the user.

· Retainability: The ability of a service, once obtained, to continue to be provided under given conditions for a requested duration.

· Integrity: The degree to which a service is provided without excessive impairments, once obtained.

6.2 Key performance indicators (KPIs)
· KPIs provide a measurement of a specific aspect of the performance of a service resource (network or non-network) or group of service resources of the same type. A KPI is restricted to a specific resource type. In this document, we are focusing on KPIs related to the above mentioned KQIs, which are the dependability ones as described in ITU-T Recommendation E.800 except for Maintenance Support Performance ones i. e. the ones that provide the ability of an item to be in a state to perform a required function at a given instant of time or at any instant of time within a given time interval, assuming that the external resources, if required, are provided. In addition, we focus Mobility as well 
· Reliability: The ability of an item to perform a required function under given conditions for a given time interval.

· Maintainability: The ability of an item under stated conditions of use, to be retained in, or restored to, a state in which it can perform a required function, when maintenance is performed under given conditions and using stated procedures and resources.

· Mobility: it contains the Handover related KPIs (3GPP TS 32.410)
6.3 Relation among KPIs, KQIs and PIs from specific Technology Network Elements (NEs)

From the NEs, the network performance data is aggregated to provide KPIs that provide an indication of service resource performance. The KPIs are then used to produce the Service KQIs that are the key indicators of the service element performance. Service KQIs are then used as the primary input for management of internal or supplier/ partner SLAs that calculate actual service delivery quality against design targets or in the case of supplier/ partner, contractual agreements. Service KQIs provide the main source of data for the Product KQIs that are required to manage product quality and support the contractual SLAs with the customer. The key indicator hierarchy is illustrated in following picture.

Different KPIs are defined for different technologies, which causes the need to make these indicators homogeneous for producing quality indicators for services provided through several technologies at the same time or in alternative.
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Figure 4: Key Indicator Hierarchy (see in TMF GB917)

NOTES

1. Performance Related data in the Figure is referred as Performance Indicators (PIs) in other part of the document..

Service and network performance are mainly indicated by KQIs and KPIs. KQIs provide a measure of specific aspect of a service and are based on a number of sources including the KPIs. KPIs provide a measurement of a specific aspect of the performance of a service resource (network or non-network) or group of service resources of the same type. These are usually computed on the basis of Performance Indicators (PIs) , which are indicated by Performance Related data in the Figure above, collected from Network Elements impacted by specific service provisioning.
Service Performance KQIs are user-oriented while Network Performance KPIs are network provider and technology-oriented. Network Performance KPIs together with Service Performance KQIs need to be identified to capture a more accurate picture of the customer’s perception. Computation of service performance is based on network-related KPIs and non-network related KQIs. 
Network performance KPIs are usually defined in terms of the number and/ or intensity of network performance event occurrences during a specified time interval. The values of these KPIs can be computed from event information (e. g. counters) and reported to the customer service.

Criteria to define Network and Service performance KQIs and KPIs:

[1] Provide concrete repeatable measurements in well-defined quantities without subjective interpretation.

[2] Be useful to users and service providers in understanding the performance they experience or provide.

[3] Not exhibit a bias for services supported by one network technology as opposed to another technology.

[4] Be measurable via a process acceptable to service providers, their customers and, in some cases, outside testing agencies while avoiding including artificial performance goals.
[5] Be useful as a specification in contractual documents to help customers with high performance requirements purchase the level of service they need.

[6] Be useful for publication in datasheets.

[7] Be capable of measuring one provider independent of all others.

[8] Support a diagnostic mode that can be used to sectionalize or identify the degradation contribution in a long multi-hop, multi-provider path.
The big challenge in this study is not in the identification of the KPIs necessary to derive suitable KQI, since a great deal of work has already been performed by several SDOs, but in understanding how different technology PIs can be mixed together to provide multi-technology/ convergent KPIs and thus derive KQIs
6.4 Prioritization (e.g. priorities table, list, etc…) 

<TbD>

6.5 Vendor Constraints

<TbD>

6.6 <Other if/where applicable>

<TbD>

7 Conclusions/Recommendations 
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