1

3GPP TSG-SA5 Meeting #88
(S5-130533
15-19 April 2013, Qingdao, China                                             
Source:
Ericsson

Title:
Comments on 32.851 
Document for:
Approval, Information, Discussion

Agenda Item:

1
Decision/action requested

Seek discussion and agreement
2
References
[1]

3GPP TR 32.851 v0.8.0
3
Background
The intent is to clarify a) terms used in TR 32.851 and b) identify sharing scenarios may require changes to current network management reference architecture.
4.
Discussion

Please see TRACKED changes (against [1]) for discussion.

Introduction

Network sharing is emerging as a mechanism for operators to substantially and sustainable improve network costs and to efficiently utilize network capacity. The traditional model of single ownership of all network layers and elements is being challenged and more and more operators are adopting Network sharing as a means of cutting the heavy costs involved in initial roll-out, capital expenses (CapEx) and operating expenses (OpEx).

In general, increasing number of operators are sharing their mobile networks. Main arguments presented are:

· Increased rollout speed

· Quickly expand coverage to meet customer demand for wider coverage

· Sharing low traffic areas gains long term cost advantage  

· Sharing high license burdens

· Cost efficiency CAPEX&OPEX

· Joined effort to offer availability of services at more affordable price.

Network Sharing has some major implications on the operations of the Network. Alignment on operational priorities, common network planning/evolution strategy, sharing end user data/subscriber data, sharing performance data, alarms etc in the shared network need to be considered carefully. Privacy, security and competitive information are also important for the operations of a shared network.

1
Scope

This technical report is aimed at addressing the operational implications of Network Sharing. 

There are a wide variety of deployment scenarios for Network Sharing. 
Scenarios identified in TR 23.251 and TR 22.951 are taken into consideration to identify OAM impacts.
TS 23.251 ""Network Sharing; Architecture and functional description"" Specifies the stage 2 descriptions  which are also considered to address OAM aspects.

NGCOR defined RAN sharing requirements are taken into account as input for this study.

2
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3
Definitions, symbols and abbreviations

3.1
Definitions

For the purposes of the present document, the terms and definitions given in TR 21.905 [1], TR 22.951[2], TR 23.251 [3] and the following apply. A term defined in the present document takes precedence over the definition of the same term, if any, in TR 21.905 [1], TR 22.951 [2], TR 23.251 [3].

Resources in a Shared RAN/Core environment 

· Shared RAN (SRAN): A set of Radio Access Network elements owned by the Hosting RAN Operator (HRO) and shared with other Operators called Participating Operators (PO). It may or may not include sharing of a part of the radio spectrum of the HRO.

· Shared RAN DM (SRDM): Domain Manager (DM) managing the SRAN. Both DM and SRAN are owned by the HRO. POs are offered management capabilities by the HRO via its DM.
 Editors Note: This is not aligned with the 3GPP TS 32.101[5] reference architecture. There are use cases in the TR that are outside of the reference architecture. Need to determine if the reference architecture needs to be extended.

· Hosting RAN Operator NM (HRNM): Network Manager (NM) owned by the HRO.

· Participating Operator NM (PONM): NM belonging to the PO.
· Shared Core (SCORE): A set of Core Network Elements owned by the HCO and shared with other POs. It may or may not include sharing of all core elements. For example the operators may share only the MME while having independent S/P GWs.
· Shared Core DM (SCDM): DM managing the SCORE. Both DM and SRAN areowned by the HCO. POs are offered management capabilities by the HCO via its DM.
Editors Note: This is not aligned with the 3GPP TS 32.101[5] reference architecture. There are use cases in the TR that are outside of the reference architecture. Need to determine if the reference architecture needs to be extended.

· Hosting Core Operator NM (HCNM): NM owned by the HCO.

· Participating Core Operator NM (PCONM): NM belonging to the PO.

Roles
Hosting CORE Operator (HCO): The HCO is identified as the sole entity owning the Shared Core equipment.  
Hosting RAN Operator (HRO): The HRO is identified as sole entity owning the Shared RAN equipment.  

· Participating Operator (PO): A network operator who shares the RAN/Core facilities operated by a HRO/HCO.  According to 3GPP TS 36.300[4] up to 6 operators can share a RAN.

Note: In a RAN/Core sharing scenario where network operators A and B are participating in sharing, the HRO/HCO represents a role which can be played by either:

· Operator A or Operator B, or

· A joint-venture between Operator A and Operator B, or

· A 3rd-party entity, e.g. a wholesale mobile connectivity provider.

· Master Operator (MO): In RAN/Core Sharing scenarios, deployment and daily operation of shared network elements are entrusted to a single Actor, called the Master Operator. The Master Operator is the only one to have a OA&M connection from his DM to the shared network elements. In most cases the Master Operator is the same as the HRO/HCO. In some cases, the Master Operator is not the same as HRO/HCO, e.g. the HRO/HCO involved outsourced the responsibility to a third party entity.
3.2
Abbreviations

For the purposes of the present document, the abbreviations given in TR 21.905 [1], TR 22.951 [2], TR 23.251 [3] and the following apply. An abbreviation defined in the present document takes precedence over the definition of the same abbreviation, if any, in TR 21.905 [1].

HCNM

Hosting Core Operator Network Manager 
HRNM

Hosting RAN Operator Network Manager 
HCO
Hosting Core Operator
HRO
Hosting RAN Operator 

MDT
Minimization of Drive Test

MO
Master Operator
NGCOR
NEXT GENERATION CONVERGED OPERATIONS REQUIREMENTS
OAM
Operations, Administration, and Maintenance

PO
Participating Operator 
PONM
Participating Operator Network Manager

SON
Self Optimizing Networks
SCDM

Shared Core Domain Manager
SRAN

Shared Radio Access Network

SRDM



Shared Radio Access Network Domain Manager

4
Operational Scenarios for Network Sharing
Editor’s Note: This section identifies the operational problems to be addressed including the impact on each of the OAM domains for network sharing deployment scenarios.

4.1
Scenario 1: Multiple Operators Core Network sharing common radio access network
4.1.1
General Description

The scenario described is for the RAN access Network that is shared by multiple operators with independent core network. 

The RAN sharing can potentially be based on several factors like dedicated carriers, geographical area, shared resources etc.:

The chart below shows that a shared RAN network will be composed of not only the RAN nodes that are shared but also RAN nodes that are not shared by the operators.
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Note: An operator can also have multiple PLMNs. This is currently focused on all operations within the same country.

A RAN, even if shared between several operators, will always belong to a given operator. So there will always be a primary PLMN. 

In all RAN sharing cases where multiple operators are involved the following impacts need to be analysed:

1. Handling of multiple PLMN IDs with the RAN. The MO’s ability to filter/distinguish certain PLMN specific information based on PLMN is important for the operators sharing the RAN.

2. In addition, a single operator may have multiple PLMNs. 

3. MO’s ability to act according to agreed sharing management agreement (e,g, MO to perform certain actions PO’s identity, based on PLMN, as in cases of call trace etc.).

To address the above impact various OAM deployment scenarios for a RAN shared network needs to be analysed.

4.1.2
Use case description

For the RAN sharing scenarios there are several different OAM deployment options and such deployments are analysed below: 

4.1.2.1 
Scenario 1A: Shared node managed by Hosting RAN Operator
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Remove note “Equipment owned by…” since SRAN is sufficient and A/B are not defined.
Scenario 1A

In this scenario the MO managing the SRAN is the HRO. Each operator has his own NM. Each operator also manages its own nodes that are not shared. 

According to the operators’ sharing management agreement, the SRDM will make available relevant portion (of management data) to individual PO’s NM.

This scenario aligns with the scenario defined in NGCOR document, business requirements defined in Ref[3]: Business Scenario 4, Section 3.4.2.
Editors Note: This is not aligned with the 3GPP TS 32.101[5] reference architecture. There are use cases in the TR that are outside of the reference architecture. Need to determine if the reference architecture needs to be extended.

4.1.2.2 Scenario 1B: Shared node managed by Hosting RAN Operator (3GPP defined).
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Scenario 1B

In this scenario the MO managing the SRAN is owned by HRO. Each operator has his own NM. Each operator also manages its own nodes that are not shared. 

HRDM needs to forward management data (including the PLMN identification of the POs sharing the nodes) to the HRNM. According to the operators’ sharing management agreement, the HRNM will send the relevant portion (of management data) to PONM.
This scenario aligns with the scenario defined in NGCOR document, business requirements defined in Ref[3]: Business Scenario 4, Section 3.4.2.

This is a 3GPP defined shared scenario.

4.1.2.3 
Scenario 1C: Master Operator – Manages all RAN.
A slight variation to scenario 1A can be as stated below. The SRAN is managed by an entity (called MO) outsourced by operators sharing the RAN. For example, the operators involved in sharing do not want to deal with the day to day management of the shared nodes but still want just the high level view  their shared nodes. 
Another MO example is to support public safety scenarios.
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Scenario 1C

According to the operators’ sharing management agreement, the MO will make available relevant portion (of management data) to individual operator’s NM.
Editors Note: This is not aligned with the 3GPP TS 32.101[5] reference architecture. There are use cases in the TR that are outside of the reference architecture. Need to determine if the reference architecture needs to be extended.

4.1.2.4 
Scenario 1D: Master Operator – Manages all RAN (3GPP defined).
A slight variation to scenario 1C can be as stated below. The shared node is managed by neither operator but is managed by a third party. In some cases if the operators do not want to deal with the day to day management of the nodes but still want just the high level view their network, the node level management may be out sourced to a different company. Example of such deployment is public safety scenarios.
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Scenario 1D

The MO (HRDM in the above case) will make available management data to another MO (HRNM in the above case). This MO will distribute the management data based on the operators’ sharing management agreement.
This is a 3GPP defined shared scenario.

4.1.2.5 
Scenario 1E: Network sharing between operators who own independent equipment and no DM/NM sharing

In this scenario the operator A owns his network completely and Operator B owns his network completely. The Operator A’s subscribers with PLMN A can be serviced by Operator B’s network as though it is an extension of the Operator A’s network. The UE traversing to Operator B’s Network will see Operator A’s information and will appear to be in the same PLMN.
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Scenario 1E

Each DM will make available relevant management data to its NM. According to the operators’ sharing management agreement, each NM will forward relevant portion of management data to its partner NM.
4.1.3
Fault Management impact

Alarms raised by the 3GPP nodes are generally associated with equipment, resources on the node etc.

According to the operators’ sharing management agreement and the type of alarms involved, there are alarms that should be seen by PO(s). There are alarms that need not be seen by PO(s).. These alarms need to be identified 

However, there can be alarms raised when resources allocated on a PLMN basis or application that is PLMN specific needs attention. In those cases there may be need to filter alarms based on PLMN when delivered to the NM, particularly if the alarms are operator sensitive information. 

Example: CAC (Call Admission Control) failure alarm. 

Several options for addressing the above are explored here.

Option 1: Introduce information in alarm (a new attribute) that identifies the PLMN. The parameter can be optional. This attribute will not be applicable to a large category of the alarms. 

Option 2: Introduce the PLMN identification in the additional text or additionalInfo attributes in the alarm. This implies a vendor specific string.

Option 3: Change the NRM to introduce an <<InformationObjectClass>> or <<supportIOC>> for representing the PLMN. The alarm raised that is PLMN specific can be identified by the DN in the alarm. The exact modeling will be explored later.

Option 4: No changes. There is really no need to identify the alarm specific to a PLMN.

Option 5: Add an attribute to each monitored entity to identify the PLMN. 

4.1.4
Performance Management impact

According to the operators’ sharing management agreement and the type of counters involved, there can be counters that (e.g. related to QoS) should be seen by PO(s). There are counters that should not be seen by PO(s). These counters need to be identified 

Editor’s Note: Identification of the PM counters which need to be per PLMN is TBD.

Option 1: Introduce the PLMN identification in an additional tag in the 3GPP PM file (a proprietary or standardized extension).

Option 2: Change the NRM to introduce an object class for representing the PLMN. The PM counters can be associated with the PLMN object. 

Option 3: No changes needed. There is no need to separate these counter per PLMN.

4.1.5
Configuration Management impact

4.1.6
Security Management impact

4.1.7
MDT/Call Trace impact
4.1.7.1 
UE Selection in Area based MDT

In area based MDT, whether a UE belonging to participating operator can be selected by other operators’ MDT job depends on the operators RAN sharing agreement. 

For example, for scenarios 1A (figure 4.1.7.1), 1B, 1C, 1D and 1E listed in section 4.1.2 whether UE2 can be selected by operator A’s MDT job as showing in the following diagram will depend on the network sharing agreement.
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4.1.7.2
UE Selection and Data Retrieval in MDT

4.1.7.2.1
Criteria of analysis

The first and obvious criterion is availability of the user consent. Most of the RAN sharing scenarios listed in the 4.1.2 involve only two operators (operator A and operator B). However, there are certain scenarios where a 3rd operator may be involved – for simplicity, we’ll just call it a 3rd party. Here we list various possibilities for user consent availability.

1. User consent possibilities:

1.1. User has not given his consent to any operators

1.2. User has given his consent to all operators

1.3. User has given his consent to operator A only

1.4. User has given his consent to operator B only

1.5. User has given his consent to operators A and B only (not to any 3rd parties)

The second criterion that is related to the SA3 requirement about data control “Consent to collect MDT data is given to specific data controllers”. The data in MDT is stored at a TCE, so we list various possibilities for TCE ownership and control in a RAN sharing environment. In all these possibilities we assume that the TCE under question is directly “reachable” from the eNB that retrieved the UE data. Multiple “relay” scenarios are possible, but these add complexity and may be interpreted in a way that the first TCE in a “relay” chain has the full control over data and any forwarding decision is outside of MDT scope (e.g. similar to a case where operator “sells” the collected data to a 3rd party). Here we list various possibilities for TCE ownership and control.

2. TCE possibilities (assuming that these are all directly reachable from the eNB):

2.1. Both operators A and B have (and fully control) their own TCEs

2.2. Only operator A has his own TCE and fully controls it

2.3. Only operator B has his own TCE and fully controls it

2.4. Both operators A and B share the same TCE (share control and have access to all data)

2.5. Neither operator A nor B have their own TCEs and use a 3rd party TCE

Potentially there are multiple decision points in MDT that may be affected by the RAN sharing. Here we list the two critical ones: UE selection in management based MDT (whether a particular UE may be selected for a particular MDT session) and MDT data retrieval. 

3. UE selection time decisions:

3.1. UE selection for immediate MDT

3.2. UE selection for logged MDT

The MDT data retrieval decision in immediate MDT cannot be logically separated from the UE selection decision (eNB configures a measurement in UE and receives the UE response in RRC message) therefore we don’t list it below.

4. Data retrieval time decisions:

4.1. Logged MDT data retrieval

4.1.7.2.2
Scenario analysis

In all scenarios documented in section 4.1.2 only Hosting RAN Operator (the operator that manages the shared node) is able to activate a management based MDT session on the Shared RAN Node. Two cases are possible: operator A activates MDT job on its own behalf and operator A activates MDT job on behalf of operator B. The path of activation forwarding may differ case by case (e.g. request of operator B received by SRDM directly from PONM, request of operator B received by SRDM via HRNM, etc...).

The important aspect of UE “belongs” relationship is where user has given his consent.

There is also potential difference between the five scenarios documented in section 4.1.2 in terms of TCE possibilities listed in section 4.1.7.1.1, but currently it’s not documented – therefore it’s assumed, that all TCE possibilities are valid in all 5 scenarios.

Table 4.1.7.1.2.a: UE selection by shared Node for immediate MDT on behalf of the operator A

	UE selection on behalf of operator A
	TCE possibilities

	
	2.1
	2.2
	2.3
	2.4
	2.5

	Consent possibilities
	1.1
	NO
	NO
	NO
	NO
	NO

	
	1.2
	YES
	YES
	YES
	YES
	YES

	
	1.3
	YES
	YES
	NO
	NO
	NO

	
	1.4
	NO
	NO
	NO
	NO
	NO

	
	1.5
	YES
	YES
	YES
	YES
	NO


Table 4.1.7.1.2.b: UE selection by shared Node for immediate MDT on behalf of operator B:

	UE selection on behalf of operator B
	TCE possibilities

	
	2.1
	2.2
	2.3
	2.4
	2.5

	Consent possibilities
	1.1
	NO
	NO
	NO
	NO
	NO

	
	1.2
	YES
	YES
	YES
	YES
	YES

	
	1.3
	NO
	NO
	NO
	NO
	NO

	
	1.4
	YES
	NO
	YES
	NO
	NO

	
	1.5
	YES
	YES
	YES
	YES
	NO


The UE selection for logged MDT in general should follow the criteria used in UE selection for immediate MDT, but may potentially be relaxed depending on the area scope used for MDT job. For example, a UE may have the MDT job activated by shared Node and then continue while moving towards a non-shared Node (not shared nodes with potentially different available TCE connections).

In logged MDT data retrieval analysis, the table cells marked “N/A” indicate that this combination is not valid (e.g. if UE has not given consent to any operators there will be no logged MDT session on this UE and no logged data to be retrieved, or if UE has not given consent to a particular operator there will be no logged MDT session on this UE for that particular operator and no logged data to be retrieved, etc...).

Table 4.1.7.1.2.c: Logged MDT data retrieval by shared Node (MDT session “for” operator A) 

	Logged MDT data retrieval
	TCE possibilities

	
	2.1
	2.2
	2.3
	2.4
	2.5

	Consent possibilities
	1.1
	N/A
	N/A
	N/A
	N/A
	N/A

	
	1.2
	YES
	YES
	YES
	YES
	YES

	
	1.3
	YES
	YES
	NO
	NO
	NO

	
	1.4
	N/A
	N/A
	N/A
	N/A
	N/A

	
	1.5
	YES
	YES
	YES
	YES
	NO


Table 4.1.7.1.2.c: Logged MDT data retrieval by shared Node (MDT session “for” operator B)

	Logged MDT data retrieval
	TCE possibilities

	
	2.1
	2.2
	2.3
	2.4
	2.5

	Consent possibilities
	1.1
	N/A
	N/A
	N/A
	N/A
	N/A

	
	1.2
	YES
	YES
	YES
	YES
	YES

	
	1.3
	N/A
	N/A
	N/A
	N/A
	N/A

	
	1.4
	YES
	NO
	YES
	NO
	NO

	
	1.5
	YES
	YES
	YES
	YES
	NO


The UE selection rules outlined in tables 4.1.7.1.2.a and 4.1.7.1.2.b and MDT data retrieval rules outlined in tables 4.1.7.1.2.c and 4.1.7.1.2.d apply to all scenarios listed in section 4.1.2.

The rules tables 4.1.7.1.2.a and 4.1.7.1.2.b are symmetric – the important fact is on whose behalf the UE selection is performed, not which operator performs the selection. 

There is no conceptual difference between scenario 1A (where operator A selects UEs behalf of operator B) and 1E (operator B selects UEs on behalf of operator A)

4.1.7.2.3
Conclusion

The important criteria for UE selection and data retrieval for MDT in RAN sharing environment are user consent availability (and specific operator details of user consent information) and control over the TCE(s) reachable from the shared node.

Different RAN sharing scenarios documented in section 4.1.2 may potentially imply different TCE connectivity and availability.

UE selection for logged MDT on shared nodes may potentially use more relaxed rules than UE selection for immediate MDT.
4.1.7.3
Rel-11 solution

Background: 

In Rel-10 there is a restriction that MDT is only allowed within one PLMN. This triggered SA to send a LS to SA5 saying that all functions shall support network sharing. If that could not be fulfilled, it must explicitly be mentioned.

The MDT function shall have a basic support the use of shared networks in Rel-11. And as the trace function is used for MDT, all Subscriber and Equipment Trace functions shall have the same support for shared network.

In Rel-11 some CRs have been agreed to allow MDT among the operators that are sharing a RAN. However, this has been done without considering the accessibility of MDT data by the different operators.

Conditions:

For the Rel-11 solution, the following conditions apply:

· Only RAN sharing is considered. 

· The user consent remains unchanged (i.e. 1 bit).

· SA5 reference model remains unchanged, i.e. scenarios 1B, 1D and 1E. 

Solution:

Management Based Activation:

The requirement that MDT shall work for shared network is interpreted as any of the operators that are sharing a RAN shall be able to access MDT data for its subscribers wherever they are in the shared RAN. That means that even if the RAN is owned by Operator A, the Operator B shall be allowed to access MDT data for the shared RAN for its subscribersand vice versa. 

Whether or not the Operator B is allowed to start Area Based MDT via a machine – machine interface is out of the scope for Rel-11. Rel-12 should study scenarios 1A and 1C etc. and what deployments of the management system for shared networks shall be supported by 3GPP and how these deployments are allowed to interact .

Signalling Based Activation:

As Signalling Based Activation is done in the core network, there is no issue for activation of Trace Sessions or Trace Recording Sessions.

Reporting of recorded data for Management Based Logged MDT and for Signalling Based MDT:

As only RAN sharing is supported. when a signalling based MDT recording is combined with Trace in a core network, all sharing operators shall be allowed to start such recording and the recorded data from all parts of the own core network and the shared RAN shall be sent to the operator that initiated the recording. 
Also for Management Based Logged MDT, the UE can report the log to any eNB/RNC in the shared RAN and in the own RAN (if not the whole RAN is shared), even if they do not have knowledge about the Trace Session.
This means that the TCE IP addresses and the mapping of the TCE addresses must be coordinated between all operators that share a RAN. How that coordination is done is outside the scope of standardisation.
4.1.8
Impact on management of SON and related topics 
4.1.9
Architectural impact

The scenarios 1A and 1C, in which the Shared RAN DM (SRDM) is connected directly to Participating Operators’ NM (PONMs), are not supported by the existing 3GPP Management Reference Model (cf. [2]). The diagram below describes an extended management model where the Shared RAN DM (SRDM) is connected directly to Participating Operators’ NM (PONMs) via Type-7 interface.


[image: image8]
Note: the impacts of enabling a Shared RAN DM (SRDM) to be directly connected to Participating Operators’ NMs (PONMs) need further investigation.
4.1.10
Other Impacts
4.2 
Scenario 2: RN in a RAN sharing scenario 

4.2.1
General Description

Even though operators may reach an agreement to share the DeNB in a RAN sharing scenario, it is possible that each operator would want to deploy RNs independently and for the exclusive use of their customers e.g. to address coverage issues raised by a customer. In this scenario it can happen that an operator wants a RN to select a different PLMN on the shared Cell of the DeNB than the primary PLMN of the cell.  It should be possible to configure the RN to select the correct PLMN on a shared cell. The following describes this scenario in more details.

RN Pre-configuration (Phase 1)

Consider a scenario where a RN Connects to a RAN shared Cell on say PLMN A in phase 1 to obtain RN pre-configuration information.  OAM would like to indicate that RN needs to connect to a PLMN B on shared cell for RN operation e.g. because only CN B has the MME RN or is for exclusive use by the operator B. Figure 1 illustrates the need for the DeNB Cell List information to be updated to include information about the PLMN which RN should connect to.
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Figure 1: Illustration of scenario where RN connects to RN OAM via a PLMN A but is requested by OAM to connect as a RN on PLMN B. 

According to TS 32.766 [1], the DeNB cell list is a list of ECGIs as referenced below:

 A.2.2.15
IOC RNFunction

Mapping from NRM IOC RNFunction attributes and associations to SS equivalent MOC RNFunction attributes

	Attribute of IOC RNFunction in 3GPP TS 32.762 [4]
	SS Attribute
	SS Type
	Support Qualifier
	Read Qualifier
	Write Qualifier

	id
	id
	string
	M
	M
	-

	servingCell
	servingCell
	GenericNetworkResourcesIRPSystem::

AttributeTypes::MOReference
	M
	M
	M

	candidateDeNBCells
	candidateDeNBCells
	genericEUTRANNRMAttributeTypes::

EcgiListType
	M
	M
	M


Editor’s note: the need of attribute candidateDeNBCells is for FFS.
This definition of the DeNB cell list seems appropriate for the non-RAN sharing case where the eNB is broadcasting only the primary PLMN. However, if the RN OAM needs the RN to connect to PLMN B on the shared cell, there is no way to indicate this information in the DeNB cell list. The definition of DeNB cell list should be updated to support the RAN sharing case.

4.2.2
Use case description

4.2.3
Fault Management impact

4.2.4
Performance Management impact

4.2.5
Configuration Management impact

4.2.6
Security Management impact

4.2.7
MDT/Call Trace impact

4.2.8
Impact on management of SON and related topics 

4.2.9
Other Impacts

4.3
 Scenario 3: DM shared between Operator’ affiliates
4.3.1
General Description
The scenario described here is for large service providers having footprints in many countries. Though, in some of these countries, they are incumbent, it also happens that, in some other countries, they are challengers, have limited footprints and have to lower their CAPEX and OPEX to be competitive. In some cases, they deploy a relatively limited number of network elements in each country and put in place a unique organization responsible for operating these domestic networks. The resulting 24/7 shared Network Operation Centre (NOC) uses a single EMS for all the nation-wide networks it is in charge of. NOC staff is responsible of daily operation of the various networks. However, the local operation teams must have management capabilities for their respective network elements.

This scenario can apply to any 3GPP network entities.

4.3.2
Use case description

In this scenario, network elements are not shared between Operator’s affiliates. However, they are managed from a common DM, which can be under the responsibility of one of the Operator’s affiliates which have an agreement for sharing their DM (namely Affiliate A and Affiliate B in the example below) or under the responsibility of any other affiliate, based on Operator’s policy.
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This scenario aligns with the scenario defined in NGCOR document, business requirements defined in NGCOR Next Generation Converged Operations Requirements v1.2, Feb. 28th, 2012: Business Scenario 1, Section 3.4.1.1.

4.3.3
Fault Management impact

Since Operator’s Affiliates do not share their nodes, it is expected that alarms raised by Operator’s affiliate A network elements are not visible to other Operator’s affiliates.

4.3.4
Performance Management impact

It shall be possible that each Operator’s affiliate configures its PM jobs from its NM, independently from each others.

It shall be possible that performance counters and KPIs be split per Operator’s affiliate.

4.3.5
Configuration Management impact

It shall be possible that each Operator’s affiliate configures its network elements from its NM, independently from each others.

4.3.6
Security Management impact

Mechanisms must exist so that Operator’s affiliate A NM shall not be able to retrieve or access information from other Operator’s Affiliate network elements.

4.3.7
MDT/Call Trace impact

4.3.8
Impact on management of SON and related topics 

4.3.9
Other Impacts

Inventory Management: It shall be possible that each Operator’ affiliate inventories its network elements from its NM, independently from each others.

4.4
Scenario 4: Gateway Core Network (GWCN) 
4.4.1
General Description
A network sharing architecture may allow operators to share all or part of the core in addition to sharing radio access network. This configuration is usually referred to as a Gateway Core Network (GWCN) configuration.

The architecture for GWCN is addressed in 3GPP TS 23.351 [2].

4.4.2
Use case description

4.4.2.1 
Scenario 4.4a: Management Model for GWCN (Option #1)
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In this scenario both core network and RAN are shared and managed by MO.  

4.4.2.2 
Scenario 4.4b: Management Model for GWCN (Option #2, conformant with 3GPP current management architecture)
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In this scenario both core network and RAN are shared and managed by MO.  

4.4.3
Fault Management impact

Operators sharing the Core  should be able to view alarms from the shared nodes. It may be necessary for certain alarms to be identified as pertaining to a particular PLMN or Operator.

 The need or ability to view a subset of the alarms depending on the nature of the alarm is to be analysed further.

Note: The shared RAN part of the scenario  is addressed in Section 4.1 and the analysis applies here for the shared RAN part.

4.4.4
Performance Management impact

Operators sharing the Core  should be able to view performance counters from the shared nodes. It may be necessary for certain performance counters to be identified as releated to a particular PLMN or Operator.

 The need or ability to view a subset of the performance counters depending on the type of the performance counter is to be analysed further.

Note: The shared RAN part of the scenario  is addressed in Section 4.1 and the analysis applies here for the shared RAN part.
4.4.5
Configuration Management impact

4.4.6
Security Management impact

4.4.7
MDT/Call Trace impact

4.4.8
Impact on management of SON and related topics 

4.4.9
Other Impacts

4.5
Scenario 5: Shared Core with independent RAN 
4.5.1
General Description
A network sharing architecture may allow operators to share all or part of the core and have their own radio access network.

4.5.2
Use case description

In these scenarios, the management of the shared core network needs to be studied.

.

4.5.2.1 
Scenario 4.5a: Shared Core with independent RANs (Option #1)
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In this scenario the core is shared and managed by MO.  SCDM manages the shared core and can be operated by a MO who is either a 3rd party, HCO or joint venture.

4.5.2.2 
Scenario 4.5b: Shared Core with independent RANs (Option #2, conformant with 3GPP current management architecture)
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This is the same as Scenario 4.4a, except this scenario follows the current 3GPP management architecture.

4.5.3
Fault Management impact

The shared Core part of the scenario is addressed in Section 4.4 and the analysis applies here for the shared Core part.

4.5.4
Performance Management impact

The shared Core part of the scenario is addressed in Section 4.4 and the analysis applies here for the shared Core part.

4.5.5
Configuration Management impact

4.5.6
Security Management impact

4.5.7
MDT/Call Trace impact

4.5.8
Impact on management of SON and related topics 

4.5.9
Other Impacts

5
Recommendation on OAM impacts for Network sharing

5.1
Impact on existing specification

5.2
Need for New specification
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