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Decision/action requested

Agree on text for introduction into TR32.cde  Study on Alarm Management
2
References

[1]
3GPP TR 32.cde Study on Alarm Management
3
Rationale

Important new clause is introduced to the baseline version on the TR. Requirements and proposals to fulfil part of the tasks identified in the wid are introduced.
7.3
 New alarm definition requirements

4
Detailed proposal
The following text is proposed to be introduced as a new clause 7.3.
	1st Modified Section


7.3
 New alarm definition requirements

The new definition should address solutions to the following requirements

1.
Drastically decrease the amount of alarms 

2.
Increase the information quality in the alarms in order to support the operational processes and enable automation

3.
Decrease the integration efforts and costs of alarm interfaces and network elements.

7.3.1 Decrease the amount of alarms

The output of EEMUA, ANSI work is clear on the need of a fundamental shift in philosophy on how vendors generate alarms.  Vendors lack a solid definition of what should constitute an alarm and not.

Important requirements that need to be part of the definition:

•
Alarms represent an undesired state

•
Alarms require manual action from an operator

•
The fewer the better.

It is important to realize what the above means. First of all, many alarms sent today are generated from a state change such as link going down. But is that an alarm? Not if it is configured down, not if it is test equipment, not if it is not carrying any service. But most devices anyhow blindly send a link down alarm. 

If a remedial action that is required by an operator cannot be described, it is not an alarm.

We need a proper definition of alarm that is adopted by vendors so a clear distinction is made between e g

•
Alarms 

•
Events

•
Log messages 

•
Data for later analysis. 

A definition that includes the above criteria’s is an important output of this work. It must be written in such a way that vendors can use it in order to reduce the number of alarms sent. A side effect of this is probably that we will recognize the need for another “channel” for events or log messages that do not qualify as alarms. This is still useful for reporting, post-analysis, debugging etc., but it is not alarms. These kinds of messages pollute current alarm systems

Proposal:  Revisit the 3GPP TS32.111-2 Alarm IRP IS for alarm definition and make it much stricter and add requirements for alarms. 

Proposal:  Consider solutions for efficient transfer/separation of events or log messages.

7.3.2  Increase the information quality

The alarm information quality must be addressed by proper information design when generating alarms. Vendors must understand that operators and software do analyze the alarms and therefore information quality is of vital importance. 

Do we have relevant alarm types for 3G and 4G networks?  We have an outdated TMN probable cause list with values like “Out of CPU cycles”.

Proposal:  Work on a relevant and updates list of alarms rather than copying the outdated TMN probable cause list.

It is important for an operator to know if a potential clear will be sent, (ADAC or ADMC in 3GPP terminology), however there is nothing in the alarm that tells this? Rather the standard has a confusing manual clear state and operation. Can an operator do a manual clear of an ADAC alarm? We should not mix state changes from operators and state changes from the devices.  Alarms can potentially be cleared from the devices. Operators can acknowledge alarms, consider the alarms to be fixed and comment alarms. The three latter are examples of operator states, which should be handled by the standard including a textual comment to these kind of state changes. They must allow for several operators, so a list with operator-state and comment, rather than a single attribute for “ack”.

Proposal:  Revisit the 3GPP TS32.111-2 Alarm IRP IS and make the information model more strict.

Which data belongs to the alarm type?

If we look at current alarm interfaces they do not distinguish between data that belongs to all instances of an alarm types and which are unique for an alarm instance. Examples of data that belongs to the alarm type:

•
Operator instruction

•
Do the alarm have a corresponding clear? It is very important for the operator to know if the device will report a clear or not.

•
We could put mapping to the X.733 type identifiers here: [event type, probable cause, specific problem].

Note that alarm-type data need not be sent in the notifications. It is enough with the alarm-type identity.

Which data belongs to the alarm instance?

•
Severity :  the severity of the alarm. Much more focus must be spent on this. Studies show that the severity sent by the vendor has no correlation with the priority set by operators. 

•
Clear/Active : it is important to separate the clear state from the severity as such. This is not well handled in standards. We must be able to talk about a cleared minor alarm for example.

•
Clear separation of state-changes from devices versus actions from operators. For example the notion of “manual clear” is sometimes used, the operator view is one thing the device view is another, these should not be mixed.

Proposal:  Separate the severity of the alarm versus it if is cleared or not.

The classical alarm type identification is [event type, probable cause, specific problem]. This has some problems in that probable cause is a flat enumerated and specific problem is in most cases a free form text string. This has lead to probable cause being an old not manageable enumerated and vendors escape to the free form text string. It is time to improve on this. We could learn from other systems like DNS, a hierarchical naming scheme is much more manageable. We could use a similar pattern for alarm types and define standardized alarm types and let vendors specialize those with “sub-types”. The standardized alarm types must be worked upon by 3GPP and not left to vendors.

Proposal:  Allow for a hierarchical alarm type definition so that vendors can subtype standardized alarm types rather than escaping to an unmanaged free form string.

Proposal:  The definition shall be inspired by work done by EEMUA and ANSI.

7.3.3 Decrease the integration efforts

There is a fundamental problem in today’s alarms from vendors. If operators spend money on various filtering techniques to reduce the number of alarms, why are these alarms sent from the equipment?

There are weak requirements on what should be an alarm or not. No requirements that connects the number of alarms to operational cost and complexity for operators.

A fault is something that can be fixed. An error is a consequence of a fault and cannot be fixed, but the impacts can be minimized. There is also a third kind, take for example high link utilization, it is not a fault or error but an undesired state which needs action.

Unclear requirements if only the originating fault should send an alarm or also the errors. In reality, discrete alarm notifications are sent for both faults and errors, which is one of the underlying reasons for the alarm overload.

Proposal:  A definition of what should qualify as an alarm together with requirements for alarms being sent should be defined.
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