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1
Decision/action requested


The information in this document should be considered when solutions for SON coordination are chosen.

2
References
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3
Rationale

32.522 v11.3.0 [1] defines a generic architecture for SON coordination. This generic architecture may be implemented in multiple configurations.
This document examines some possible implementations and discusses the consequences of these implementations.
4
Possible implementations
4.1
Overview

There are multiple possible implementations, only the two extremes are described.
4.2
Centralized SON coordination
The simplest implementation uses a single SON Coordination Function which resides above Itf-N.
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In this case, all SON functions request permission from the central SON Coordination Function before modifying configuration parameters.
4.3
Distributed SON coordination
In this implementation, a SON Coordination Function is co-located with each SON function.
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In this case, each SON function requests permission from the local SON Coordination Function before modifying configuration parameters.

5
Consequences of implementations

5.1
Validity of decisions

If multiple SON functions attempt to modify the same or related configuration parameters, there is a possibility of a race condition. This occurs if both SON functions are granted permission at almost the same time.

If centralized SON coordination is used, it is easier to prevent race conditions. If a single central SON coordination function is used, the requests may be placed into a queue so that only one request is treated at a time. However, this causes the SON coordination function to behave as a single-threaded function, which may not be scalable for a large network.

If distributed SON coordination is used, there is no way to prevent race conditions, so they must be tolerated. In some cases, the race condition will be corrected automatically; for example if a priority system is used to coordinate SON functions, the highest-priority function will always prevail no matter whether it submits its request first or last, and the configured parameter may (in the worst case) have a non-optimal value for a short period of time.

In cases where race conditions are not corrected automatically, there are features to detect and resolve conflicts. No matter what implementation is chosen, it is impossible to guarantee that 100% of conflicts will be prevented, so robust conflict detection and resolution features must exist in all cases.
5.2
Speed of response

To prevent conflicts between SON functions, each SON function should ask for permission before changing any configuration parameter. This means that a request must be sent from the SON function to the SON coordination function and a response must be returned. In more complex solutions, there may be a need for negotiation between the SON coordination function and the SON function, this will require even more requests and responses.

If centralized SON coordination is used, all of these responses and requests must pass over Interface-N, and also possibly over O&M interfaces from the eNB to the EM. These interfaces are not suitable for real-time communication and there is no possibility to give priority to the SON coordination messages compared to other O&M messages.
If distributed SON coordination is used, the interaction between the SON function and the local SON coordination function will be over internal vendor-specific interfaces and this will be much faster than communication over O&M interfaces. There will be a need for cooperation between the SON coordination functions but this should have low requirements on bandwidth and latency.
5.3
Efficiency

To prevent conflicts between SON functions, each SON function should ask for permission before changing any configuration parameter. This request must include relevant information that the SON coordination function may require to make an informed decision. Proposed information includes
· Which SON functions are modifying configuration parameters (including information about vendor, release etc.)

· Configuration parameters intended to be changed and/or their existing and proposed new values

· The time duration how long the configuration parameter should not be interfered with (“impact time”)

· The state of SON functions

· The SON targets which are the justification for the configuration change.

· Possible impact of a parameter change on other objects (“impact area”)

· The state of certain managed objects

· Possible impact of the parameter change on Key Performance Indicators

· Priority of SON functions

· SON coordination policies

If centralized SON coordination is used, the SON function cannot know which information is required by the SON coordination function. Therefore, the SON function must collect and send all of this information, even if it is not needed by the SON coordination function. To improve efficiency, the SON coordination function could inform the SON function about which information is required. However, the SON function must be capable of collecting and send all data if required, so this does not reduce the design or verification costs.

If distributed SON coordination is used, the interaction between the SON function and the local SON coordination function will be over internal vendor-specific interfaces. This interaction is controlled by the vendor and therefore unnecessary information does not need to be transferred.
5.4
Integrity of solutions

When a SON function requests permission to modify a configuration parameter, there is always the possibility that the SON coordination will refuse the request. This will affect the integrity of the SON functions.
If centralized SON coordination is used, the refusals will appear to come at random from an external source. It will be impossible for the vendor to test all possibilities in advance, and it will be impossible for the vendor or operator to predict how a SON function will perform.

If distributed SON coordination is used, the SON function and the local SON coordination function are both provided by the same vendor. The vendor will be able to test more completely the likely scenarios, therefore the vendor and operator will be able to predict how a SON function will perform.

5.5
Level of intelligence required
When the SON coordination function receives a request from a SON function, it may need to prevent the SON function making a configuration change that the SON function has deemed to be desirable. This can only be useful if the SON coordination function has added intelligence that the SON function does not have.
This intelligence is generated by collating the following information from multiple SON functions

· Which SON functions are modifying configuration parameters (including information about vendor, release etc.)

· Configuration parameters intended to be changed and/or their existing and proposed new values

· The time duration how long the configuration parameter should not be interfered with (“impact time”)

· The state of SON functions

· The SON targets which are the justification for the configuration change.

· Possible impact of a parameter change on other objects (“impact area”)

· The state of certain managed objects

· Possible impact of the parameter change on Key Performance Indicators

· Priority of SON functions

· SON coordination policies

Using this information, the SON coordination function must predict the result of any requested configuration change and how this will affect all relevant SON functions. The level of intelligence required depends on the scope of the coordinated area.
If centralized SON coordination is used, the central SON coordinator must model the behaviour of every SON function and every configurable parameter in the network so as to predict the result of any requested change. This model must be updated every time a new request is received from a SON function. This is a major design challenge and introduces a single very expensive function which is a single point of failure.
If distributed SON coordination is used, the local SON coordinator must model the behaviour of every SON function and every configurable parameter in the local scope so as to predict the result of any requested change. This implementation would be much easier to implement.
6
Conclusions
A centralized SON coordination implementation has the advantage that it is easier to prevent race conditions.
A distributed SON coordination implementation has the advantage that it is more scaleable, has faster response, is more efficient, is more predictable and is more practical to design.
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