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Rationale

Alarm management and alarm systems have been a basic necessity for managing mobile telecom networks from its very start. Alarm surveillance is the prime alerting functionality for the assurance processes.  Network operators need to act prompt on service impact failures in our networks.

However, the massive amount of network elements in a mobile system and the variety of network elements and infrastructure equipment creates huge amount of alarms saturating our alarm management systems. In parallel the numbers of types of alarm have increased to overwhelming proportions.

Major mobility network incident management center can count alarms in n*100 000 per day!  Handling of n* 1000 different types of alarms. Findings from independent researchers in telecom are frightening

· >80% of all alarms results in a trouble ticket less than once every 1000 alarms

· >90% of all tickets are from <30 most common alarm types

· The alarm severity levels have no correlation to the real priority as judged by the network administrators.

A sad fact but no surprise is: The majority of the alarms should never have been presented for the network administrators!

The fundamental problem

· The network administrators are flooded with alarms and alarms with often poor quality.

Poor quality in this context can include

· Nuisance alarms (repeating and fleeting alarms,redundant and cascading alarms)

· Stale alarms

· Alarm floods

· Alarms without response

· Alarms with the wrong priority

· Out-of-Service alarms

· Redundant alarms

Status of the alarm management environment

· Too many alarms occurring. Vastly overalarmed systems producing far more alarms to the operator than needed

· Too high proportion of them are nuisance alarms of little operational relevance

· The majority of the alarms should never have been presented for the network administrators!

Alarms must exist solely as a tool for the benefit of the operator. They are not to be configured as a miscellaneous recording tool or for the benefit of the control engineer or other staff [3].
The consequences of bad quality alarms are severe affecting many areas. A few examples

· Too much time and resources are spent to define alarms as irrelevant – most of the alarms are now irrelevant!
· Alarm flooding add complexity in fault resolution activities and thereby delays

· Contributing factor to the seriousness of major incidents caused by delayed service impacts analysis

· Current quality of alarm severities, as set by equipment, are misleading and have a negative effect on the network service

· Operators may neglect important alarms caused by not understandable alarm information to respond to the alarm
· Significantly overstaffed network management centre and increased human resources allocated in the assurance processes

· General bad engineering – OS systems& staff have to cope with poor quality data

· Poor alarm management is a major barrier to reaching operational excellence, a business risk

· Unnecessarily complex and costly OSS solutions that have not supported a service and customer oriented approach at desired degree (CAPEX driver)

· Contributing factor to low success rate of alarm correlation tools in telecom. None will cure fundamental faults in the basic alarm system as poor quality alarms

· Bad alarm data quality is a significant, every day,  cost driver (OPEX driver)

The telecom alarm management experience is shared in basically all areas of alarm management. The incitements to resolve the alarm management problems have been more obviously in other areas as in the production and engineering field.

The very same issues presented above are often cited as contributing factors in industrial major incidents as Milford Haven, Three Mile Island, Chernobyl, BP explosion, major power grid failures - to name a few. The alarm management systems have recorded alarm for hours but the fault resolution was delayed and understanding of the basic problem was drowned in the amount of alarms.

In contrast with telecom business, standardization bodies in the production and engineering fields have addressed the problem and undertaken substantial work under last decade to come up with solutions.  Solutions are available that are partly mandatory and partly recommended guidelines for basic alarm system management. 

Engineering Equipment and Materials Users’ Association (EEMUA 191) (2007) [1] has produced valuable guidelines and  American Standards Institute  has provides standards ANSI/ISA-18.2  (2009) [2] now reported to be adopted by industry, insurance and regulatory bodies.  They are baselines in the concept of “Recognized and generally accepted good engineering practice”. 

Some basics from the setup of the philosophy are

· Alarm response is really not a function of the specific process being controlled. 

· There is little difference between different businesses. While many industries feel “We’re different!”, that is simply not the case when it comes to alarm response.

· It is a human-machine interaction. It isn't really about hardware or software; it's about work processes.  

Obvious findings in an early gap-analysis with the Mobility Telecom business is that we are apparently affected by the very same problems. The amount of alarm types is roughly in the same range as e g major power plants, but number of alarms probably generally much higher in the telecom environment.

A key idea of EEMUA 191 is that the cognitive resources of operators are limited and therefore should not be overloaded with alarms. The alarm management solutions should support the operators with specific techniques to handle alarm flooding as grouping of alarms. 

The common expectation is that operators should never overlook important alarms. However it’s important to understand that human operators have a limitation to the extent to which they can operate effectively to a period of high level uploading. It emphasizes the usability of an alarm system from the operator’s perspective.  The conclusion is obvious: every alarm should be useful and relevant to the operator. There should be no alarm without a predefined operator response.

The scope of ISA 18.2 is to establish terminology and practices for alarm systems, including the definition, design, installation, operation, maintenance and modification and work processes recommended to effectively maintain an alarm system over time. Alarm system management includes multiple work processes throughout the alarm system lifecycle. Depending on industry and site-specifi c requirements adaptations of these KPIs will make sense. The important step is to define KPIs and continuously monitor them. [1],[4]
The KPIs should include “bad actor alarms”. General findings reported are e g only by performing bad actor alarm resolution the average improvement is over a 50% reduction in overall alarm events.

Success rates reported as achievable, basically by a redefinition of “alarm” and “alarm management rethinking”, is a reduction of 90% of all alarms !

· A new alarm definition is needed targeting the usage and user of the alarm.

· An alarm management process is defined.

Human aspect – the human capacity is limited.

Theoretically, every alarm shown to the operators should be meaningful and require operator action. EEMUA has emphasized the fact that the human capacity to absorb alarm is limited – alarms will be overlooked or the alarm system might be more or less ignored.

Interesting finding  from ISA 18.2 / EEMUA 191:

· EEMUA/ISA 18.2 argues for a definition of Highly Managed Alarms, addressing alarms that are critical for the hole business .  A  ”Super-duper” alarm.            

· EEMUA presents generic techniques for improving alarm systems as shelving, shelving by design, eclipsing, load shedding, auto shelving, and alarm suppression.  Filtering includes reclassification and grouping.  

· The “new thinking” seems to be an arena for new OSS solutions but major change will be needed at lower levels.
· It’s simply bad engineering to try to fix bad quality data at an aggregated level.

Alarm definitions 
X.733 alarm:  
A notification, of the form defined by this function, of a specific event. An alarm may or                                           

                            may not represent an error.

X.733 alarm report:     A specific type of event report used to convey alarm information.

3GPP alarm: 
                     Abnormal network entity condition, which categorizes an event as a fault.

3GPP alarm notification:    Notification used to inform the recipient about the occurrence of an alarm.

3GPP 32.111-1: event:       This is a generic term for any type of occurrence within a network entity.

NOTE:
A notification or event report may be used to inform one or more OS(s) about the occurrence of the event.

3GPP 32.111-2:  event:      Occurrence that is of significance to network operators, the NEs under      

 
                                      surveillance and Network Management applications. Events do not have state.

The definition of alarm is obviously not agreed between different telecom bodies and we have conflicting definitions of events in 3GPP.   In TS32.111-2 the wording “significance to network operators” is a promising starter.

The problem in telecom obviously starts with keeping a definition like X.733 “An alarm may or may not represent an error”. 
EEMUA 191 /ANSI IS 18.2 clearly emphasize the philosophy of alarm management.  If the following most important criteria for alarms isn’t agreed the severe problems with “alarms” will persists. 

Does the event require an operator response?  If the answer is “No” it shall not be defined as an alarm!

The accepted key criterion is that alarms must require an operator response – that is, an action.

To be effective, the alarm system must be reserved for the implementation of items complying with this definition – things requiring operator action to avoid a consequence.  Items that do not comply must be removed from the alarm system. Alarms everywhere are configured without meeting this criterion, which is one of the main reasons the alarm problem exists.

Basic principles of the EEMUA approach and its guidelines for alarm systems are:

· Each alarm should alert, inform and guide

· Every alarm presented to the operator should be useful and relevant to the operator

· Every alarm should have a defined response

· The alarm rate should not exceed that which the operator is capable of handling.

· The alarm system should be explicitly designed  to take account of human limitations

ANSI/ISA 18.2 defines:

Alarm:  An audible or visible means of indicating to the operator an equipment  or process malfunction or abnormal condition requiring an action.

Alarm management:  The processes and practices for determining, documenting, designing, operating, monitoring, and maintaining alarm systems.

Note the significant difference between alarm management and fault management.

Telecom management processes

3GPP SA5 has inherited high level working procedures from TMForum,  the eTOM concept. Fault management are well known areas and target for many standardization bodies in telecom. ITU-T has defined the basic setup for FCAPS.  Many of the eTOM processes has its roots from fixed network operations and some guidelines do not fully support the mobility business.

Some top level issues not fully accepted by all mobility operators are

· The Resource Management &Operation layer is for many mobility service providers not appropriate. It’s too costly to set up an organization solely handling a RMO layer. The mobility business needs to analyze service impacts to optimize any fault restoration. E g we can often offer alternative or limited service if a mobile cell isn’t operational .

· Mobile operators are continuously loosing more and more of the previous general  1-1 relation between a faulty equipment and easy knowledge of affected services or customers.  Faulty equipment in layered architecture based core network, redundant system solutions  or basic IP equipment may generate “alarms” that will need to be handle in very different ways.  Faulty equipment may not imply service impacts. Probably other sources of information will be needed as E2E SQM surveillance tools to handle, such complexity. The severity classification may be obsolete at the network element level. Fault restoration cannot be based only on information at the RMO layer.

Operators often handles incidents at an operational centre within very short timespan typically under 1/2hour, surveillance and awareness are the key words and these organizations must be the prime target for the “alarms”.

Summing up

Alarm management is obviously an overlooked and very immature area that needs to  change. To give some plausible understanding of how we did get into this mess, some areas of concern could be explored: 

Computer capabilities, addition of alarms are cheap -massive over configuring of alarms. Vendors – not operators are defining alarms & severity. With no guidelines or cost for creation of alarms, poor practices arose , set up by inconsistent rules of thumb or set by an individual's preference. In telecom business the OSS experts focuses on functionality and have had a preference to hunt for more ultimate protocols&interfaces. OSS expertises are rarely involved at network element standardization. The network element creators define the alarms, with very little cooperation with users at OS level. To try to give some excuse for our failure: It could be described as a classical case of “falling between the chairs”.

3GPP SA5 is given the mandate to support the 3GPP mobile system with the necessary OSS standardization and solutions to make O&M interoperable and synchronized for every release.  3GPP SA5 has been impressively successful enabling telecom management for over 70 different entities in a systematical way. The concept of interface-N, covering the FCAPS area for such many types of network elements with the variety of complexity and scalability, is probably unparalleled in Telecom and  has no real competitor as a network management interface solution available at the market.  Mature O&M products are delivered and operational with the network elements.  The maturity of these achievements does stand in bright contrast with the alarm problems presented.

Here we find a unique opportunity with the 3GPP organization, since 3GPP has all experts available in the definition of a mobile system including Telecom Management. Dialog is needed, 3GPP SA5 should take the lead to analyze this escalating and severe problem, come up with solutions and share guidelines and mandatory requirements with the network element specifying groups.  
The outcomes of the work in EEMUA /ANSI are impressive, to say the least.  Way of thinking, philosophy and solutions are proposed. 3GPP SA5 will need to analyze areas to reuse, how to reuse, adopt and enhance and obviously do the pioneering work for alarm management in the Telecom area.
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Detailed proposal

A severe and constantly increasing problem for network operators is identified. It is obvious that the telecom industry can benefit from already existing guidelines and standards in the area of alarm and alarm system management to rapidly progress work. 

Let’s take this next step in telecom management and support operators with solutions characterized with “Recognized and generally accepted good engineering practice”.

The effort will ultimately include both informative and normative work. The work is proposed to start as a Technical report to secure impacts and applicability.

3GPP SA5 should 

Start and conduct a workitem on a study of Alarm management considering and exploring areas as

· Redefine the term “alarm” to address the problems identified, user and usage of alarm shall be defined.  The vision shall be that each alarm should alert, inform and guide.

· Identify impacts of such a redefinition on existing standards. “Alarms” that do not comply must be removed or easy possible to be remove from the alarm system. Alarms everywhere are configured without meeting this criterion, which is one of the main reasons the alarm problem exists.

· Consider extension of the resource alarm states.  ANSI/ISA 18.2 argues for new states as “Out of service”, “Suppressed by design”  and “Shelved”.  It is important that the states are controlled/set at lowest possible level. (NE, NEM or NM)

· Support other 3GPP groups involved in NE standardization with guidelines to enhance the readability, accuracy and relevance of alarm information. “How to define only good alarms”.

· NEM functionality has not yet been target for SA5 standardization, but SA5 should examine any potential normative of informative areas for NE managers  to minimize unwanted alarm behavior as  repeating alarms,  alarm flooding, chattering and fleeting alarms. Such functionality should be introduced at lowest possible level. 

· Do a GAP analysis of telecom applicability of ANSI/ISA 18.2 and related guidelines.

A workitem description will complement this discussion paper to clarify and hopefully agree more details in the proposed study.
