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Decision/action requested

Discuss and approve the proposals.
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Rationale

At 3GPP SA5-82 meeting the following solution building blocks for Heterogeneous Networks (HetNet) management have been introduced and agreed [2]: classification of importance [3], policy-based management [4], reduction of management data (filtering and aggregation) [5]. 
While supporting the new building blocks in general, we believe that they lack flexibility and could be improved in the following way:
· Classification of importance – an observation has been made that operator may need to prioritize which nodes or cells are more or less important and allocate the management resources accordingly. Also it has been noted that the importance of a node/cell may be unrelated to the size of a node/cell. So far, an operator is expected to manually evaluate the importance of each node or cell in the network and statically assign the importance/priority values. The first problem with this approach is that it requires significant effort from the operator – coverage and traffic patterns have to be analyzed, each node’s performance and potential impact on overall system performance and availability have to be evaluated, etc... (in order to save the management resources operator would have to spend the management resources). The second problem with this approach is that the importance/priority values (we assume that the evaluation result “importance” is an absolute value and “priority” is a relative value) assigned by the operator to evaluated nodes are static and do not take into consideration any potential changes (predictable or unpredictable). These could be periodic changes in traffic levels and patterns (e.g. time of day, day of the week, event based, etc...), instantaneous changes in coverage (e.g. deployment of new nodes, compensated and uncompensated outages, etc...), short term trends in user demands (e.g. VIP visits, promotional campaigns, etc...), long term trends in user demands (e.g. new applications with higher data requirements, growth of the user population, etc...), and many other examples potentially affecting particular node importance and priority. Ignoring these changes will result in incorrect assignment of priorities in turn resulting in potential system degradation or waste of management resources. Continuous manual re-evaluation of priorities will result in increased utilization of management resources and reduced savings in OPEX.
· Policy based management – current description of policy based management addresses management of groups of network elements with similar characteristics. The assignment of individual nodes to these policy groups is anticipated to be done by operator manually based on importance evaluation results. Also, the policy assignments are expected to be static – with shortcomings similar to those described above for the static allocation of importance values.
We propose to enhance the policy allocation by a mechanism where operator may specify a set of Key Performance Indicators (KPIs) and their thresholds as criteria for allocating NE to a particular management group managed by a common policy. The mechanism may be implemented as a rule set or as a grouping policy. The NEs will be allocated to specific groups not only by the “importance” parameter manually configured by the operator, but by evaluating the important operational indicators such as amount of carried traffic, number of served UEs, number of incoming and outgoing handovers, presence of VIP users, call failure rates, state of energy savings (ES) algorithm on the NE and neighbouring NEs, etc... The KPIs or operational indicators will be re-evaluated periodically and NEs may change their management group assignments accordingly.
· Reduction of management data – so far, only two legacy approaches to the reduction of management data have been identified (filtering and aggregation). We believe that probabilistic management is a good candidate for data reduction in management of HetNets. For example, a group of NEs with similar characteristics (e.g. deployed in the same area, similar priorities, etc...) may be given certain probability p of PM reporting as a configuration parameter. At the end of the PM reporting interval, each NE within the group would generate a random number and compare it with configured probability p, in case where the random number exceeds the probability threshold p the NE will actively report the collected measurements, in case where the random number is below the threshold p the NE will not report the collected measurements but will rather store them for a predefined amount of time for potential retrieval by the manager. This allows significant reduction (controlled by the value of p) of the overall amount of management data generated by the group of NEs. The probabilistic approach has significant benefit over static assignment of “active” reporter/aggregator NE within a group of NEs since it ensures that the management data will be reported even if the manually selected reporter NE fails. The probability of reporting may be configured at the high level (controlling reporting of all PM measurements) or on a per measurement or per measurement group level allowing finer control
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Detailed proposal
It is proposed to apply the following changes to TR 32.835 v0.0.4 [1]

	1st Proposed change


6.2
Classification of importance

The traditional network management paradigm treats all nodes and all cells as equally important. As the size of the network increases, these traditional assumptions become less relevant. In a heterogeneous network, the variety of types of nodes and variety of sizes of cells will force the traditional assumptions to be questioned.

In a large network, the operator may need to evaluate which nodes or cells are most important. It is simply not practical to allocate equal resources to manage each node or cell. This is not a unique problem for heterogeneous networks, it is just that the need for prioritisation becomes more visible in a heterogeneous network.

For an operator to allocate management resources within the network, the operator must evaluate the importance of each node or cell in the network. The importance of each node or cell means different things to each operator. The importance may be based upon positive values (such as the revenue generated by the cell) or negative values (such as lack of coverage caused by a cell outage).

Each operator should have the freedom to define the importance of each managed entity according to the operator’s own values.

It should be noted that the importance of a node or cell may be unrelated to the size of the node or cell.
In a large network, the results of the importance evaluation for each node or cell such as absolute value or relative value of “importance” may change over time either predictably or unpredictably.  The cause of such changes could be periodic changes in traffic levels and patterns (e.g. time of day, day of the week, event based, etc...), instantaneous changes in coverage (e.g. deployment of new nodes, compensated and uncompensated outages, etc...), short term trends in user demands (e.g. VIP visits, promotional campaigns, etc...), long term trends in user demands (e.g. new applications with higher data requirements, growth of the user population, etc...), etc...
Static allocation of importance values may potentially degrade network performance and availability or result in waste of management resources and reduced savings in OPEX. Periodic manual re-evaluation of importance values may consume significant management resources. Dynamic allocation of importance values based on operator specified set of Key Performance Indicators (KPIs) should also be considered.
	2nd Proposed change


6.3
Policy-based management

In a policy-based system, the operator defines groups of managed entities with operator-selected characteristics. The operator may set a policy describing how each group should be managed.

Policy-based management would reduce the amount of configuration data to be managed by the IRPManager. The IRPManager would only need to set the configuration data for each group.
The policy allocation should support a mechanism where operator may specify a set of Key Performance Indicators (KPIs) and their thresholds as criteria for allocating NE to a particular management group managed by a common policy. The mechanism may be implemented as a rule set or as a grouping policy. The NEs will be allocated to specific groups not only by the “importance” parameter manually configured by the operator, but also by evaluating the important operational indicators such as amount of carried traffic, number of served UEs, number of incoming and outgoing handovers, presence of VIP users, call failure rates, state of energy savings (ES) algorithm on the NE and neighbouring NEs, etc... The KPIs or operational indicators will be re-evaluated periodically and NEs may change their management group assignments accordingly.
	3rd Proposed change


6.4
Reduction of management data

6.4.1
Filtering

The quantity of management data may be reduced by filtering alarms and performance data.

The 3GPP Alarm IRP allows filtering of alarm lists, alarm counts and alarm-related notifications.

The 3GPP Performance Management IRP allows the IRP Manager to specify exactly which Measurement Families, Measurement Types or subcounters should be collected.

6.4.2
Aggregation

The quantity of management data may be reduced by aggregating alarms and performance data.

Editor’s Note: Further details are FFS
6.4.x
Probabilistic management

A group of NEs with similar characteristics (e.g. deployed in the same area, similar priorities, etc...) in specific Use Cases can reduce the overall amount of alarms and performance data by applying probabilistic approach to decide which particular group member(s) shall report particular management information.
Editor’s Note: Further details are FFS

	End of Proposed changes


