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1
Decision/action requested

It’s asked for the group to discuss and approve the proposal of emergency service handling in energy saving .
2
References
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3
Rationale

       TR 32.834 [1] states that traffic load measurements for different RATs are needed to determine when a cell should enter or exit the energy saving mode. TS 32.551 [2] also defines requirements to enable the configuration of traffic load threshold in a cell that is used to decide whether such cell should enter or exit the energySaving state.
However, the traffic of a cell fluctuates very rapidly and dynamically. It is very difficult, if not impossible; to define simple thresholds that work consistently as the ESM trigger to activate or deactivate energy saving if the traffic load of a cell is below or above certain thresholds.


Figure 1 show examples of a RAT2 cell traffic images that were captured in two different times. The threshold is set at traffic load = 2.8.   
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Figure 1: Examples of RAT2 Cell Traffic Image

The examples clearly show that threshold alone is not able to correctly detect the time to initiate energy saving, as the traffic fluctuates randomly. Therefore, a new parameter – time duration was added [3]. The RAT2 cell traffic load has to be below threshold X longer than the interval indicated by the time duration before the RAT2 can enter the energy saving. The RAT1 cell traffic load has to be above the threshold Y longer than the interval indicated by the time duration before the RAT1 can terminate the energy saving.
Figure 2 shows examples of RAT2 and RAT1 cell traffic images with time duration to detect the triggers for ES activation and deactivation, respectively. Fig 3a shows that if T2 is changed slightly, then the ES activation trigger point is changed completely. There is no base to prove which time duration is correct. Figure 3b show s a sudden traffic surge can trigger false ES deactivation.     
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          3a) RAT2 cell with Time duration for ES activation trigger                       3b) RAT1 cell with time duration for ES deactivation trigger
Figure 2: Examples of RAT2 and RAT1 Cell Traffic Image
The above examples show that the traffic loads in cellular networks are very volatile. There are many peaks, and valleys. The differences between peak and valley can be huge. Therefore, the threshold and time duration parameters are not able to characterize the traffic loads of cellular networks. Here are the issues of the above methods:

· It is difficult to define the threshold and time duration parameters that work on the volatile traffic loads. 

· It can’t figure out the amount of RAT2 cell traffic to be offloaded to the overlaid RAT1 cell when ESM is activated on the RAT2 cell.
· It does not take into account the height of the traffic peaks and the depth of traffic valleys with respect to the threshold, and the number and locations of peaks and valleys.  
In ESM, it is important to know the amount of RAT2 cell traffic to be offloaded to the overlaid RAT1 cell in the ESM interval. So, the overlaid RAT1 cell can determine if it has sufficient bandwidth to provide services to its own subscribers as well as the subribers that are handover from RAT2 cells. The leaky bucket algorithm, as shown in Figure 3, is used to characterize the traffic load of packet data networks that can provide the traffic load information for RAT2 and RAT1 cells. 
This leaky bucket algorithm is implemented in the eNB, and is characterized by to parameters – bucket draining rate (D) and bucket threshold (T). When bursty and intermittent data packets from multiple UE arrive at the eNB, they will be stored in the bucket. The bucket will be drained at a constant rate D continuously until the bucket is empty. T is used to compensate the burstiness of data packets. When UE data packets are coming at the rate faster than D, the data packets start to accumulate in the bucket to a point exceeding T that is called bucket overflow.
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Figure 3: Leaky Bucket Algorithm for Traffic load Characterization
To first understand the traffic load patterns of a cell, a leaky bucket algorithm with multiple configurations will be run in eNB. Table 1 shows an example of traffic load characterization to find the off-peak hours and its traffic flow.   

	Leaky bucket #
	Bucket Draining Rate (D)
	Bucket Threshold (T)
	Time of 1st Bucket Underflow
	1st Underflow Interval ( UI) 
	Number of Bucket Underflows

	1
	1 Mbps
	3 Mbits
	None
	None
	0

	2
	2 Mbps
	6 Mbits
	02:00AM
	5 minutes
	5

	3
	4 Mbps
	12 Mbits
	01:35AM
	145 minutes
	2

	4
	6 Mbps
	18 Mbits
	12:15AM
	255 minutes
	7

	5
	8 Mbps
	24 Mbits
	11:30PM
	5 minutes
	29


Table 1: RAT2 Cell Traffic Load Characterization
· When D is small, like 1 Mbps, no bucket underflow is detected, since the traffic never goes below 1 Mbps.

· When D is 2 or 4 Mbps, multiple bucket underflows are detected. But, the the underflow interval is short, since the traffic is still quite choppy.

· When D is 6 Mbps, the 1st bucket underflow with underflow interval of 255 minutes is detected. 
· When D is 8 bps, the 1st bucket underflow is detected sooner. But the underflow interval is short.

· Different bucket thresholds can be used to test different levels of traffic burstiness.       
From the above example, it indicates that if D = 6 Mbps, T = 18 Mbps, the traffic will go below 6 Mbps at 12:15AM for 255 minutes. So, the RAT2 cell can run the leaky bucket algorithm with D = 6 Mbps and T = 18 Mbps. When it detects the 1st bucket underflow longer than a configurable underflow interval, it can declare it is the time to initiate energy saving.

Figure 4 shows an example of off-peak traffic loads for multiple cells, based on the method described above. 
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Figure 4: Example of traffic loads at off-peak hours
Figure 5 shows an example energy saving cell at off-peak hours. 
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Figure 5: Example of energy saving cells at off-peak hours

In theory, the RAT1 cell carries 27.5 Mbps traffic for other RAT1 calls and itself. But, a leaky bucket algorithm with multiple configurations, as shown in Table 2, can be run at the RAT1 cell to validate its traffic characteristic. 
	Leaky bucket #
	Bucket Draining Rate (D)
	Bucket Threshold (T)
	Time of 1st Bucket Overflow
	1st Overflow Interval ( OI) 
	Number of Bucket Overflows

	1
	20 Mbps
	40 Mbits
	12:00AM
	 300 minutes
	1

	2
	30 Mbps
	60 Mbits
	01:35AM
	15 minutes
	5

	3
	40 Mbps
	80 Mbits
	3:30AM
	30 minutes
	2

	4
	50 Mbps
	100 Mbits
	04:55AM
	105 minutes
	5

	5
	60 Mbps
	120 Mbits
	5:30PM
	30 minutes
	9


Table 2: RAT1 Cell Traffic Load Characterization
· When D is small, like 20 Mbps, bucket overflow is immediately detected, since the traffic never goes below 20 Mbps.

· When D is 30 or 40 Mbps, multiple bucket overflows are detected. But, the the overflow interval is short, since the traffic is still quite choppy.

· When D is 50 Mbps, the 1st bucket overflow with overflow interval of 105 minutes is detected that signals the end of off-peak hours, and the time to exit energy saving.

· When D is 60 bps, the 1st bucket underflow is detected later. But the underflow interval is short.
· Different bucket thresholds can be used to test different levels of traffic burstiness.
RAT1 cell will run the leaky bucket algorithm to detect when the energy saving should be ended. It can set bucket draining rate at 50 Mbps, as shown in the Table 2 example. However, if the capacity of RAT1 cell is bigger (e.g. 80 Mbps), RAT1 cell can set bucket draining rate at a higher rate such as 60 Mbps, with 20 Mbps margin. RAT1 cell will declare the end of energy saving, when it is detected that the bucket starts overflow longer than an configurable overflow interval.
By running the RAT2 cell traffic load characterization procedure, it will be able to know the time for this cell to enter the energy saving, and the estimated traffic flow at the energy saving interval.

As shown in the example in Figure 5, if there are multiple cells are going to energy saving mode at the same time, the information collected from traffic load characterization procedure for these RAT2 cells can be used to:

· Determine the common time for RAT2 cells to enter the energy saving and the RAT1 cell to provide the backup coverage.

· Estimate the traffic load for the RAT1 cell in the energy saving interval.
The traffic load characterization procedure can be run in weekdays, weekends, or holidays to collect the traffic behaviours of the cellular networks in different times. It can also be run periodically to audit the performance of cell traffic load characterization based on the leaky bucket algorithm, and update its configuration if necessary.
4
Detailed proposal
The group is asked to discuss Traffic load characterization concept, and adopt the associated proposd text into TS 32.551. 
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