Page 1



3GPP TSG SA WG5 (Telecom Management) SA5#82

26 - 30 March 2012; San Jose del Cabo, Mexico
S5-120569
	CR-Form-v9.9

	CHANGE REQUEST

	

	(

	32.551
	CR
	0012
	(

rev
	-
	(

Current version:
	11.0.0
	(


	

	For HELP on using this form look at the pop-up text over the (
 symbols. Comprehensive instructions on how to use this form can be found at http://www.3gpp.org/specs/CR.htm.

	


	Proposed change affects:
(

	UICC apps(

	
	ME
	
	Radio Access Network
	X
	Core Network
	


	

	Title:
(

	Traffic load requirements

	
	

	Source to WG:
(

	Intel

	Source to TSG:
(

	S5

	
	

	Work item code:
(

	OAM-IRET-ESM
	
	Date: (

	17/03/2012

	
	
	
	
	

	Category:
(

	B
	
	Release: (

	Rel-11

	
	Use one of the following categories:
F  (correction)
A  (corresponds to a correction in an earlier release)
B  (addition of feature), 
C  (functional modification of feature)
D  (editorial modification)

Detailed explanations of the above categories can
be found in 3GPP TR 21.900.
	Use one of the following releases:
R99
(Release 1999)
Rel-4
(Release 4)
Rel-5
(Release 5)
Rel-6
(Release 6)
Rel-7
(Release 7)
Rel-8
(Release 8)
Rel-9
(Release 9)
Rel-10
(Release 10)
Rel-11
(Release 11)
Rel-12
(Release 12)

	
	

	Reason for change:
(

	ESM triggers based on threshold and time duration are not able to cope with rapid and dynamic traffic fluctuation. It has the following issues:

· It is difficult to define the threshold and time duration parameters that work on the volatile traffic loads. 

· It can’t figure out the amount of RAT2 cell traffic to be offloaded to the overlaid RAT1 cell when ESM is activated on the RAT2 cell.
· It does not take into account the height of the traffic peaks and the depth of traffic valleys with respect to the threshold, and the number and locations of peaks and valleys.



	
	

	Summary of change:
(

	1. Add definitions of RAT1 cell and RAT2 cell 
2. Propose requirements if using leaky bucket algorithm to characterize the traffic loads of packet data network
3. Add Annex C – Traffic load characterization based on leaky bucket algorithm.

	
	

	Consequences if 
(

not approved:
	

	
	

	Clauses affected:
(

	3.1, 6.1.4,  Annex C (New Annex)

	
	

	
	Y
	N
	
	

	Other specs
(

	
	X
	 Other core specifications
(

	TS/TR ... CR ... 

	affected:
	
	X
	 Test specifications
	TS/TR ... CR ... 

	(show related CRs)
	
	X
	 O&M Specifications
	TS/TR ... CR ... 

	
	

	Other comments:
(

	


	1st Modified Section


3
Definitions and abbreviations

3.1
Definitions

Disable ES: ES is prohibited to be performed. When ES is disabled, subject cells or NEs are in notEnergySaving state.
Candidate cell: candidate cell is a cell which can provide coverage when the original cell goes into energySaving state.
RAT1 cell: signifies the RAT which provides overlay/back-up coverage. This RAT is not taking energy saving measures, i.e. be always on.

RAT2 cell: signifies the RAT which provides overlaid or hotspot coverage. This is the RAT where energy saving measures may take place.
	2nd Modified Section


6
Specification level requirements

6.1.4
Requirements for Distributed ES
REQ-DIES-FUN-13
The IRPAgent of a cell should support a capability allowing the IRPManager to configure bucket draining rate, bucket threshold, and underflow Interval parameters for the leaky buckey algorithm to detect the trigger for such cell to enter the energy saving state.
REQ-DIES-FUN-14
The IRPAgent of a cell should support a capability allowing the IRPManager to configure bucket draining rate, bucket threshold, and overflow Interval parameters for the leaky buckey algorithm to detect the trigger for such cell to exit the energy saving compensation state.
REQ-DIES-FUN-15
The IRPAgent should support a capability allowing the IRPManager to configure multiple sets of leaky buckey algorithm configuration, including bucket draining rate and bucket threshold parameters, in order to learn the traffic load characteristics. 

REQ-DIES-FUN-16
The IRPAgent should support a capability to report to the IRPManager the traffic load characteristics that were captured by running the leaky buckey algorithm.
	3rd Modified Section


Annex C (informative):
Traffic Load Characterization based on Leaky Bucket Algorithm
The traffic loads in cellular networks are very volatile. There are many peaks, and valleys. The differences between peak and valley can be huge. Figure 1 shows examples of RAT2 and RAT1 cell traffic images with time duration to detect the triggers for ES activation and deactivation, respectively. Fig 1a shows that if T2 is changed slightly, then the ES activation trigger point is changed completely. There is no base to prove which time duration is correct. Figure 1b show s a sudden traffic surge can trigger false ES deactivation. 
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Figure 1: Examples of RAT2 and RAT1 Cell Traffic Image
Here are the issues of the above methods:
· It is difficult to define the threshold and time duration parameters that work on the volatile traffic loads. 

· It can’t figure out the amount of RAT2 cell traffic to be offloaded to the overlaid RAT1 cell when ESM is activated on the RAT2 cell.

· It does not take into account the height of the traffic peaks and the depth of traffic valleys with respect to the threshold, and the number and locations of peaks and valleys.  

In ESM, it is important to know the amount of RAT2 cell traffic to be offloaded to the overlaid RAT1 cell in the ESM interval. So, the overlaid RAT1 cell can determine if it has sufficient bandwidth to provide services to its own subscribers as well as the subribers that are handover from RAT2 cells. The leaky bucket algorithm, as shown in Figure 3, is used to characterize the traffic load of packet data networks that can provide the traffic load information for RAT2 and RAT1 cells. 

This leaky bucket algorithm is implemented in the eNB, and is characterized by to parameters – bucket draining rate (D) and bucket threshold (T). When bursty and intermittent data packets from multiple UE arrive at the eNB, they will be stored in the bucket. The bucket will be drained at a constant rate D continuously until the bucket is empty. T is used to compensate the burstiness of data packets. When UE data packets are coming at the rate faster than D, the data packets start to accumulate in the bucket to a point exceeding T that is called bucket overflow.
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Figure 3: Leaky Bucket Algorithm for Traffic load Characterization
To first understand the traffic load patterns of a cell, a leaky bucket algorithm with multiple configurations will be run in eNB. Table 1 shows an example of traffic load characterization to find the off-peak hours and its traffic flow.   

	Leaky bucket #
	Bucket Draining Rate (D)
	Bucket Threshold (T)
	Time of 1st Bucket Underflow
	1st Underflow Interval ( UI) 
	Number of Bucket Underflows

	1
	1 Mbps
	3 Mbits
	None
	None
	0

	2
	2 Mbps
	6 Mbits
	02:00AM
	5 minutes
	5

	3
	4 Mbps
	12 Mbits
	01:35AM
	145 minutes
	2

	4
	6 Mbps
	18 Mbits
	12:15AM
	255 minutes
	7

	5
	8 Mbps
	24 Mbits
	11:30PM
	5 minutes
	29


Table 1: Cell Traffic Load Characterization
· When D is small, like 1 Mbps, no bucket underflow is detected, since the traffic never goes below 1 Mbps.

· When D is 2 or 4 Mbps, multiple bucket underflows are detected. But, the the underflow interval is short, since the traffic is still quite choppy.

· When D is 6 Mbps, the 1st bucket underflow with underflow interval of 255 minutes is detected. This indicates the start of off-peak hours, and the time to initiate energy saving.

· When D is 8 bps, the 1st bucket underflow is detected sooner. But the underflow interval is short.

· Different bucket thresholds can be used to test different levels of traffic burstiness.       

From the above example, it indicates that if D = 6 Mbps, T = 18 Mbps, the traffic will go below 6 Mbps at 12:15AM for 255 minutes. So, the RAT2 cell can run the leaky bucket algorithm with D = 6 Mbps and T = 18 Mbps. When it detects the 1st bucket underflow longer than a configurable underflow interval, it can declare it is the time to initiate energy saving.
Figure 4 shows an example of off-peak traffic loads for multiple cells, based on the method described above. 
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Figure 4: Example of traffic loads at off-peak hours
Figure 5 shows an example energy saving cell at off-peak hours. 
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Figure 5: Example of energy saving cells at off-peak hours
In theory, the RAT1 cell carries 27.5 Mbps traffic for other RAT1 calls and itself. But, a leaky bucket algorithm with multiple configurations, as shown in Table 2, can be run at the RAT1 cell to validate its traffic characteristic. 

	Leaky bucket #
	Bucket Draining Rate (D)
	Bucket Threshold (T)
	Time of 1st Bucket Overflow
	1st Overflow Interval ( OI) 
	Number of Bucket Overflows

	1
	20 Mbps
	40 Mbits
	12:00AM
	 300 minutes
	1

	2
	30 Mbps
	60 Mbits
	01:35AM
	15 minutes
	5

	3
	40 Mbps
	80 Mbits
	3:30AM
	30 minutes
	2

	4
	50 Mbps
	100 Mbits
	04:55AM
	105 minutes
	5

	5
	60 Mbps
	120 Mbits
	5:30PM
	30 minutes
	9


Table 2: RAT1 Cell Traffic Load Characterization
· When D is small, like 20 Mbps, bucket overflow is immediately detected, since the traffic never goes below 20 Mbps.

· When D is 30 or 40 Mbps, multiple bucket overflows are detected. But, the the overflow interval is short, since the traffic is still quite choppy.

· When D is 50 Mbps, the 1st bucket overflow with overflow interval of 105 minutes is detected that signals the end of off-peak hours, and the time to exit energy saving.

· When D is 60 bps, the 1st bucket underflow is detected later. But the underflow interval is short.

· Different bucket thresholds can be used to test different levels of traffic burstiness.

RAT1 cell will run the leaky bucket algorithm to detect when the energy saving should be ended. It can set bucket draining rate at 50 Mbps, as shown in the Table 2 example. However, if the capacity of RAT1 cell is bigger (e.g. 80 Mbps), RAT1 cell can set bucket draining rate at a higher rate, such as 60 Mbps with 20 Mbps margin. RAT1 cell will declare the end of energy saving, when it is detected that the bucket starts overflow longer than an configurable overflow interval. 
By running the RAT2 cell traffic load characterization procedure, it will be able to know the time for this cell to enter the energy saving, and the estimated traffic flow at the energy saving interval.
As shown in the example in Figure 5, if there are multiple cells are going to energy saving mode at the same time, the information collected from traffic load characterization procedure for these RAT2 cells can be used to:

· Determine the common time for RAT2 cells to enter the energy saving and the RAT1 cell to provide the backup coverage.

· Estimate the traffic load for the RAT1 cell in the energy saving interval.

The traffic load characterization procedure can be run in weekdays, weekends, or holidays to collect the traffic behaviours of the cellular networks in different times. It can also be run periodically to audit the performance of cell traffic load characterization based on the leaky bucket algorithm, and update its configuration if necessary.
	End of changes
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