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Decision/action requested

Agree on the text for introduction into TR 32.851
2
References

[1]
3GPP TR 22.951 “Service aspects and requirements for network sharing”.  
[2]
3GPP TS 23.251 “Network Sharing; Architecture and functional description.”
[3]
NGCOR Next Generation Converged Operations Requirements v0.97
3
Rationale

Various OAM deployment scenarios are analysed in the sections below and for introduction into the TR 32.851.
4 Detailed proposal
Text Proposal for TR 32.851
	1st Modified Section


4

Operational Scenarios for Network Sharing
4.1
 Scenario 1: Multiple Operators Core Network sharing common radio access network 
4.1.2
OAM deployment Scenarios
For the MOCN scenario there are several different OAM options and such deployments are analysed below: 
4.1.2.1   Scenario 1A: Operators do not share EMS or NMS
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Scenario 1A

In this scenario the Operators are sharing the RAN but have independent core network. The EMS and NMS is not shared. This implies handling of multiple PLMNs/multiple Operators and providing the ability to filter the relevant information based on individual operators (PLMN(s)). 
Having multiple EMS independently manage the shared RAN is an unlikely scenario since the shared resources in the RAN have to be managed by one master. But if there is some mutual understanding between the operators it is possible to have such a scenario.
Note: An Operator can have multiple PLMNs. So there is a need to identify Operator-PLMN(s) mapping along with the list of PLMNs shared in the RAN.
4.1.2.2   Scenario 1B: Operators A and B share the NMS but have independent EMS
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Scenario 1B

This scenario is very similar to Scenario 1A. This also requires the ability to handle multiple PLMNs in the RAN. 
A generic business use case is addressed in the NGCOR document: Ref [x] Section 3.4.1.2: Business scenario 2: Network Management Level Applications Shared Between Operators’ Affiliates


[image: image3]
Note: Having multiple EMS independently manage the shared RAN is an unlikely scenario. However like scenario 1A this is also a possible.
4.1.2.3 Scenario 1C is where the operator shares the EMS and NMS for managing the RAN Access Network.
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Scenario 1C

In this scenario the EMS and NMS for the shared RAN is shared by the operator with an understanding between them. Again, there is need to handle multiple PLMN ID in the RAN.
Note: This is a very likely scenario.

4.1.2.3 Scenario 1D is where the operator shares the EMS for managing the RAN Access Network.
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Scenario 1D
In this scenario the EMS for the shared RAN is shared by the operator with an understanding between them. However the NMS is independent. Again, there is need to handle multiple PLMN ID in the RAN.
This deployment scenario is addressed in the NGCOR business use case: Ref [x] Section 3.4.1.2: Business scenario 1: EMS Shared between Operators’ Affiliates. The requirements below have implications on the RAN sharing scenarios. The requirements are listed here for reference:
“High-level requirements
REQ-CON (2): Alarms coming from operator affiliates’ domestic network elements up to the shared EMS are handled by shared NOC staff. The shared EMS shall be able to filter such alarms and forward them to the relevant operator affiliate OSS FM application, either for information only or for action (acknowledge, clear, etc.). All alarm-related information exchanges between the shared EMS and the affiliates’ OSS FM applications shall comply with standardized specifications.

REQ-CON (3): Operator affiliates shall be able to configure their own network elements from their own OSS CM application(s). The shared EMS shall ensure isolation of configuration action requests coming from the affiliates’ OSS CM applications. All configuration management related information exchanges between the shared EMS and the affiliates OSS CM applications shall comply with standardized specifications.
REQ-CON (4): Operator affiliates shall be able to collect performance management counters/ KPIs related to their own network elements. They shall be able to trigger, from their own OSS PM application, performance measurement jobs for their own purpose, and collect related PM measurements within their OSS PM application. All performance management related information exchanges between the shared EMS and the affiliates’ OSS PM applications shall comply with standardized specifications.
REQ-CON (5): Operator affiliates shall be able to inventory resources related to their own network elements. They shall be able to retrieve, from their own OSS InvM application, all available inventory data. All inventory management related information exchanges between the shared EMS and the affiliates’ OSS InvM applications shall comply with standardized specifications.”
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Note: This is a very likely scenario
4.1.2.4   Scenario 1E:   ”Master Operator” EMS managing the RAN access network while the NMSs are independent.
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Scenario 1E

This scenario shows a Master operator and is taken from the business requirements defined in Ref[x]: Business Scenario 4: RAN Sharing with EMS shared amongst Operators.
.REQ-CON (9) from Ref[x]:: “It shall be possible that the   ”Master Operator” EMS and “Sharing Operators” NMS applications communicate with each others through a standardized northbound interface. This interface shall be “online”, i.e. not only based on offline file exchange. These exchanges shall be secured to ensure privacy of information. The Master Operator EMS shall be able to filter information exchanged with Sharing Operators’ NMSs based on unique identifiers (PLMN ID, etc.). Standardized northbound interfaces shall enable such a use case.”

Shared Network Elements have an OA&M connection to the common EMS. Sharing Operators have no direct OA&M connection to the shared network elements. The EMS is under the full responsibility of the Master Operator. The EMS has interfaces to Sharing Operators’ NMS applications.
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4.1.3
Fault Management impact
Alarms raised by the 3GPP nodes are generally PLMN agnostic. They are usually for equipment, resources on the node etc and are shared alarms that all operators sharing the RAN resources would need to know.
However there can be alarms raised when resources allocated on a PLMN basis or application that is PLMN specific needs attention. In those cases there may be need to filter alarms based on PLMN when delivered to the NMS, particularly if the alarms are operator sensitive information. 

Example: CAC (Call Admission Control) failure alarm. 
Option 1A: Introduce information in alarm (a new attribute) that indentifies the PLMN. Currently the eNBId or any node ID has the Primary PLMN identity. However the shared PLMN identities are not available in the node identification. 
Option 1B: Introduce the PLMN identification in the additional text or additionalInfo attributes in the alarm.

Option 2: Change the NRM to introduce an object class for representing the PLMN. The alarm raised that is PLMN specific can be identified by the DN in the alarm. The exact modelling of this IOC is TBD. 
Proposal: Option 1A causes disruption to existing interface supported today. Introducing an attribute when 90% of the alarms are not likely to use it is quite wasteful

Options 1B implies a vendor specific solution and may not be desired.

Option 2 is a probable proposal to be pursued. Any solution picked has to be able to address all impacted areas as a result of RAN sharing.
4.1.4 Performance Management impact
There are two categories of counters for the Network sharing context:
· counters which goal in to characterize QoS: split per operator

·  E.g: counters used to compute metrics such as success or failure rate
· These have to be identified per PLMN
·  counters used for troubleshooting: remain global

·  E.g: Counters providing detailed screening for each failure cause 
Proposal: Go thro existing counter and identify ones that can be generated per PLMN. Introduce a tag or identification in the PM XML file that allows the post processing system to filter and process counters per PLMN. A couple of options are explored: 
Option 1: Introduce the PLMN identification in the additional tag in the 3GPP PM file (a proprietary or standardized extension).

Option 2: Change the NRM to introduce an object class for representing the PLMN. The PM counters can be associated with the PLMN object. The exact modelling of this object class is TBD. 

Identification of the PM counters which need to be per PLMN is TBD.

4.1.5
Configuration Management impact
For a shared RAN scenario, analysing the parameters defined in 3GPP 32.762, there are no configuration parameters that have to be operator specific in the RAN. If any are identified in the future they will be addressed.
4.1.6
Security Management impact
TBD
4.1.7
MDT/Call Trace impact
TBD
	End of modifications
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