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1
Decision/action requested

It is propoposed to introduce information aggregation as a method to reduce data over Itf-N in [1]
2
References

[1]
d328xy Study of Heterogeneous Networks Management
3
Rationale

It has been agreed that management of hetergenous networks means “the volume of data needs to be decreased over Itf-N”.  So far the TR talks only of HOW management information is propagated: here it is meant that managers should be able to get information only when they request it.
The volume of data can also be decreased in other ways. On way is to aggregate the data. Aggregation can mean for example that two performance indicators are aggregated into one as average. For example operators might not need to retrieve the detailed performance indicators related to RRC over Itf-N. Aggregated information on RRC can be useful for HetNet. For example it can be enough to only know that failures related to RRC are under a certain value. Other aggregation rules can also be used.
The purpose of this pCR is mention aggregation of PM as another way to reduce the amount of data over Itf-N. Respective requirements are also proposed. 

4
Detailed proposal

	First change


Introduction

Heterogeneous Network is a collective term for a network comprising radio nodes of varying sizes and roles, from small base station nodes to big macro base station nodes. The purpose of using a heterogeneous network is to improve capacity and/or coverage, and to allow a variation of role over time for some of the nodes in order to optimize the overall performance.

Also small base station nodes may perform two roles and may switch role as necessary:

· acting as a coverage extender, most likely resulting in low traffic volumes in the node

· acting as a capacity booster, most likely resulting in high traffic volumes in the node

As the number of nodes to be managed will increase significantly by introducing small base station nodes, the management of the network must change.

Because of the large number of small base stations, it is essential to minimize the set of configuration parameters. It is also desirable to minimize the set of configuration parameters for the macro base stations. This means that there is no difference from configuration point of view for managing small or large base stations.

Because a significant proportion of the network traffic will carried by small base stations, the need for providing alarms and network KPIs are the same for small base stations as for big macro base stations. So also from PM and FM point of view there is no difference on the type of information that needs to be managed depending on the size of the base station.

What needs to change is the volume of data that needs to be decreased over Itf-N. However, different base stations are more important to manage in real time. In order to keep CAPEX and OPEX down, it must be possible to choose how and what management info is propagated to the NMS. Possible ways of reducing the information over Itf-N interface is to suppress the exchange of data (for example, get the information only when the manager requests it), to aggregate the information or a combination of both. Different criteria can be used to have all information on line (as before), to only get information when the manger requests it, or something in between. Information aggregation can be performed on the base station based on OAM rules and they can rely on simply aggregation rules.
	Second change


4
Use Cases

1) There is a need to extend the network capacity and coverage with small nodes. It shall be possible to install and maintain that network using the existing personnel. 

2) While needing the same high level information, the amount of data carrying is significantly reduced, avoiding increased OPEX and CAPEX. Operator selects the degree of information shall be provided, using O&M policies. The degree of information can also be selected through aggregation rules in the PM data.
	Third change


5
Requirements
5.1
Business level requirements

Operators shall be able to manage a much larger network than today with the same number of personnel.

Operators shall be able to manage a much larger network with same amount of performance data, even though the number of nodes has increased significantly.
Operators shall be able to aggregate performance data on the base station,
5.2
Specification level requirements

The IRPAgent shall support different modes of operation, e.g. different active modes and possibly passive mode, according to IRPManager policies on the node/cell level.

The IRPAgent shall support the capability to allow the IRPManager to create, change and delete policies.

The IIRPAgent shall support the capability to aggregate performance information locally.
	End of changes


