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1
Background and Objective
In a network, such as a convergent network, a single network fault (e.g. an entity under management is not performing at service level as expected by network operator) may result in the generation of multiple alarms from affected entities  over times and spread over a wide geographical area.  It is imperative that the network operator, the receiver of all the generated alarms, be able to evaluate the received alarms to identify the entity having the network fault.  

Rapid and accurate determination of faulty entity will shorten the time to repair, and thus have direct positive impact in OPEX reduction and indirectly, facilitate the support of service contracts, between operators (providers of service) and service consumers.

It is noted that alarm correlation and alarm root cause are considered as important features of convergent network management, see [6].
The objectives of this study are:

1. Identify and define the management services offered by alarm correlation (AC) process and alarm root cause analysis (ARCA) process;

2. Identify the benefits of the AC process and ARCA process from views of network operators.

3. Identify the possible locations of the AC and ARCA processes within the IRP framework.

4. Identify possible IRP standard solutions, including enhancement of existing IRP standard solutions, that can offered the services identified in bullet 1. 
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3
Definitions, symbols and abbreviations

3.1
Definitions

For the purposes of the present document, the terms and definitions given in TR 21.905 [x] and the following apply. A term defined in the present document takes precedence over the definition of the same term, if any, in TR 21.905 [x].


AlarmList: A record of active alarms (i.e. alarms that are not yet cleared) and non-active alarms (i.e. alarms that are cleared but not yet acknowledged by operator) (see 5.3.2 of [3]). 
NotificationLog: A record (see 3.5.2 of [9]) of notifications that were emitted by NotificationIRP (see [7]).


3.2
Symbols

For the purposes of the present document, the following symbols apply:

Symbol format (EW)

<symbol>
<Explanation>

3.3
Abbreviations

For the purposes of the present document, the abbreviations given in TR 21.905 [x] and the following apply. An abbreviation defined in the present document takes precedence over the definition of the same abbreviation, if any, in TR 21.905 [x].

AAM
Advanced Alarming Management

AC
Alarm correlation

CM
Configuration Management

IRP
Integration Reference Point

IS
Information Service

ITU-T
International Telecommunication Union- Telecommunications Standardization Sector
NE
Network Element

OPEX
Operating Expenditures
OSI
Open Systems Interconnection

NRM
Network Resource Model

PM
Performance Management

RC
Root Cause

RCA
RC Analysis

SOA
Service Oriented Architecture

SS
Solution Set
TTR
Time To Repair
4
Context

3GPP currently have published two specifications that deal with alarm management [3, 5].  The former specification specifies a capability that focuses on the collection (in the AlarmList), distribution and management of the alarms reported by various network elements (NEs).  The latter specification [5] specifies a capability whereby the reported alarms can be categorized, based on IRPManager’s rules.  The goal for categorization is that IRPManager can decide which categories of alarms should be in the AlarmList, and which ones should not.
It is not atypical, using Alarm IRP [3], that the AlarmList would have recorded some 20,000 alarms per day in 2G network and 40,000 alarms per day for a 3G network.  Using AAM IRP [5] should reduce those numbers but there is no field experience of AAM IRP that can confirm the reduction numbers yet.
As discussed in [6], the sheer alarm volume (not referring to the case of alarm storms) and the low quality (in terms of readily useful information conveyed in alarm records) would require longer operator’s alarm processing time.  This would result in longer Time to Repair (TTR) and consequently, would increase OPEX and could lead to loss of customers’ satisfaction.  
To improve the situation, [6] asks for a) higher quality of information carried in alarms and b) use of alarm correlation and root cause analysis techniques. 
The WID [2] scope, and thus this Study, specifically focuses on b).

This Study would expand the intended scope and examine if it is useful and feasible to correlate, in addition of alarms, notifications, configuration and performance management data.
5.
Concepts

5.1
Definitions

5.1.1
Alarm Correlation (AC)

There are two concepts/definitions of Alarm Correlation (AC) used in this study.
5.1.1.1
AC1
A single network fault may result in the generation of multiple alarms from affected entities over times and spread over a wide geographical area.  The corresponding definition of AC is as follows.

Alarms are correlated and partitioned, in view of certain rules such as alarm propagation path, into sets where alarms within one set have a high probability of being caused by the same network fault.  
The correlation is relations between network events (e.g. current alarms as those captured in AlarmList, historical alarms as those captured in NotificationLog, network configuration changes, etc.  However, at least one member of the correlated set is an alarm. In this study, we label this correlation usage, AC1.
5.1.1.2
AC2
Not all alarms are equal in terms of their impact to (operator’s) delivered services and revenue.  (Note that the alarm severity parameter of alarm record (see AlarmInformation of [3]) does not indicate such impact.)  The corresponding definition of AC is as follows.

Alarms are prioritised in relation to its impact to delivered services and/or revenue.  The rules to prioritize alarms can be based on, but not limited to, the following: Number of affected subscribers, Number of affected sites, Importance of affected subscribers (e.g. Gold) and Importance of affected site (e.g. holding special event).  
The correlation is a relation between an alarm and the “delivered services and/or revenue”.  In this study, we label this correlation usage, AC2
Note: The term ‘rule’ used here has the same meaning as that used in [5] where three specific Rules were defined, i.e. threshold rule, transient rule and toggle rule.  
Note: The term correlation in this document does not refer to the act of relating an alarm raising event with its corresponding ceasing event.
5.1.2
Root Cause Analysis (RCA)

There is one concepts/definition of Root Cause Analysis (RCA) used in this study.

1. 
RCA is a process that can determine and identify the network condition (e.g. fault) causing the alarms.  The determination is based on information carried in alarm(s) and/or based on information carried in correlated alarm sets (see AC1).

5.2
Alarm propagation path

Communication protocols operate in stacks, see e.g. the generic seven-layered model of network architecture defined by ISO [4].   According to such protocol stack architecture, a protocol operates along a layer, where protocol end-points are terminated at designated network nodes.   End point of a protocol layer provides the protocol specific communication service (e.g. a reliable sequenced transfer of packet of information) to its higher layer inside the same node.  The higher layer, using the provided service, operates another protocol via its end-point with other nodes of the same layer. 

An alarm (say Alarm#1 of the figure below) may occur in any of the nodes (say A1) and in any of the protocol layers.   An alarm in one protocol layer at a given node will result in disturbance of the services provided to the layer above (say A2), that in turn reports an alarm (say Alarm#2).  We call this the "vertical propagation of alarm" (or propagation inside the node).

Due to the disturbance of the lower layer services there will be disturbance in the protocol operation of the upper layer of the same node.  That disturbance will impact its peer node (say Z2) where the other end of the upper layer protocol is terminated.  The peer node would report an alarm (say Alarm#3).  We call this the "horizontal propagation of alarm" (or propagation between nodes).

The following figure uses a two-layered protocol architecture to illustrate the idea of “propagation of alarm”.
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Figure 1: Alarm propagation

There are 2 nodes in the above figure.  The circles represent various protocol end-points.  Two protocols (P1, P2) are being operated by the 4 end-points of the two nodes.  

The P1 specific communication service provided by endpoints of protocol P1 is denoted with SP1. Using that service, the upper layer endpoints A2 (and Z2) operate their own protocol P2 and provide the P2 specific communication service (not shown in the diagram) to their higher layers.

The A1 endpoint operates P1 to provide its services SP1.  Suppose there is a failure in P1.  Then the A1 endpoint reports the alarm (say, Alarm#1).  A P1 failure would result in disturbance (failure) of service SP1.  Endpoint A2 will notice the disturbance of SP1 and may report an alarm (alarm#2).  This is an example of vertical propagation of failure.

The endpoints A2 (and Z2), while consuming the service SP1, operates protocol P2.  A disturbance of service SP1 would impact the ability of A2 to operate and maintain P2 in normal mode of operation.  Z2 would notice the abnormal mode of operation of P2 and may report an alarm (Alarm#3).  This is an example of horizontal propagation of failure.
In the above figure, Z1 can also notice (and report a corresponding alarm) the failure of P1, which will subsequently disturb its service provided to Z2.   In the above configuration, there are two alarm propagation paths to Z2, i.e. A1 to A2 to Z2 and A1 to Z1 to Z2.

In the figure below, where one or more intermediate nodes such as Node X, are involved, there may be some differences in the alarm propagation path.  For example, Z1 may neither notice nor experience any failure of its P1 protocol connection when a failure occurs at endpoint A1. (Note that whether a local endpoint can detect failures at a remote link is dependent on the particular protocol in question.)  Therefore, in this example there may be only one alarm propagation path to Z2, i.e. A1 to A2 to Z2.   
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Figure 2: Example alarm propagation when transit node is involved

5.3
Use of CM data

5.4
Use of PM data

5.5
Use of notification data

6,
Benefits
6.1
AC1
This section lists the benefits of AC1.

AC1 allows operator to view alarms in groups (called AC1 groupings) where alarms of the same group would have been caused, most probably, by the same fault.  The benefits of using this type of grouping, as opposed to other types
, for viewing alarms are:
a) Viewing alarms in one AC1 group (instead of viewing alarms individually) can provide operator hints that can result in faster and accurate courses of action to verify and confirm the NE fault (so repair action can be initiated).  
b) When operators are assigned to work on alarms that are not grouped or grouped by non-AC1 method, there is a risk of assigning operators to work on alarms that lead to the same NE fault, thus wasting effort.  For example, operator-A is assigned to work on alarm-A and operator-B is assigned to work on alarm-B and it may turn out that both alarm-A and alarm-B are caused by the same NE fault.  One operator’s effort is wasted.  This type of assignment (and therefore, wasting effort) would not occur if AC1 process place alarm-A and alarm-B in the same group. 
c) When viewing large volume of alarms in AC1 groups, the operator can easily spot the small groups (or alarms not belonging to any group) that might be just important, in terms of impact to network operations, for example.  
d) TTR has two components – a) the duration between reception of alarms and identification of the NE fault causing the alarm and b) the duration of a repair action.  The latter component is fixed.  The AC1 can reduce the former component (see a), thus shortening TTR.  Short TTR decreases OPEX.  Short TTR increases customer’s satisfaction.
6.2 AC2

This section lists the benefits of AC2.

a) The perceivedSeverity of an alarm record is decided by the NE reporting the alarm.  This signals the NE’s relative (in)ability to function as planned.  It does not signal the relative impact to operator’s service offerings (to paying customers, for example).   Prioritization of repair actions, based on perceivedSeverity, can be detrimental such as in this case: to repair an NE that has a critical perceivedSeverity but carrying no customer traffic, at the expense of repairing another NE who has a major perceivedSeverity but carrying traffic of a customer that has a large penalty clause in the service contract.  AC2 is best for prioritization of repair actions when achieving customer’s satisfaction is the goal.

Example 1: NE-1 has a (main) power unit and a battery back up power unit.  NE-2 has a power unit and no back up power unit.  NE-1 main power unit has an alarm-1.  NE-2 power unit has an alarm-2.  Alarm‑2 would indicate a higher priority level because it potentially can disrupt (if not already disrupting) users’ traffic.

Example 2: An E1 circuit is in operational state and has an alarm.  An E3 circuit (a higher capacity circuit but is not related to or supporting the alarmed E1 circuit) is not in operational state and has an alarm.   The E1 circuit alarm would indicate a higher priority level because it can carry (if not already carrying) user’s traffic.

Example 3: HNB-1 is configured to support a “Gold Tier Configuration” while HNB-2 is supporting an “Entry level Tier Configuration”.  The two HNBs reported alarms of the same type.  The HNB-1 alarm would indicate a higher priority level because it is supporting a "more value" customer.

6.3 RCA
This section lists the benefits of RCA.

a) TBD
7
AC-RCA management services

7.1
Use Cases
7.2 Requirement Statements

7.3 Functional architecture

7.4
Location 
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Feasible IRP specification enhancements

9
Recommendations

…
Annex A (informative):
Non-3GPP Study Input 

The joint 3GPP/TMF FM Harmonization project had identified certain TMF FM BA requirements (see [10]) as relevant to this study.  This section lists (see A.1 and A.2) the identified requirements and provides resolution (see A.3) to handle the identified requirements.
A.1
Data-related requirements
	R_TMF_RAM_BA_I_0008
	Alarm Correlation

An alarm can be correlated to one or more underlying alarms.

	3GPP support
	TBD

	Recommended 3GPP updates
	SA5: study of root cause analysis (TR 32.832) is currently under discussion and will provide recommendation (including solution for OS/OS and/or for IRPManager/IRPAgent interworking).


	R_TMF_RAM_BA_I_0009
	Fault Symptom

A fault can have one or more symptoms. Each symptom can be reported by an alarm.

	3GPP support
	TBD

	Recommended 3GPP updates
	SA5: study of root cause analysis (TR 32.832) is currently under discussion and will provide solution for IRPManager/IRPAgent interworking.


	R_TMF_RAM_BA_I_0010
	Contributory Alarms

A fault can have one or more contributory alarms. These alarms are generated as a consequence of the problem. They are not sufficient by themselves to identify a fault.

	3GPP support
	Compliant

	Recommended 3GPP updates
	None.

SA5: covered by 0008/0009; need more detailed reasons from TMF why this attribute may differ from 0008/0009.


	R_TMF_RAM_BA_I_0011
	Root Cause

A fault has typically one root cause, which can be represented by an alarm.  

The Interface shall allow an alarm generating OSS to indicate if an alarm is a root cause alarm indication.

	3GPP support
	TBD

	Recommended 3GPP updates
	SA5: study of root cause analysis (TR 32.832) is currently under discussion and will provide recommendation  (including solution for OS/OS and/or for IRPManager/IRPAgent interworking).


	R_TMF_RAM_BA_I_0013
	Alarm Escalation

It shall be possible to escalate an alarm and the alarm will track the escalation. Several levels of escalation are possible showing increasing levels of escalation.

	3GPP support
	Partially supported via reporting of alarmSeverity changes (notifyChangedAlarm)

	Recommended 3GPP updates
	TBD

SA5: 3GPP likely consider a new attribute, though study of root cause analysis (TR 32.832) will discuss this and provide recommendation (including OS/OS and/or IRPManager changing this attribute).


	R_TMF_RAM_BA_I_0017
	Planned Outage

The alarm shall include a planned outage indication.  It indicates that the object associated with an alarm is in planned outage (in planned maintenance, or out-of-service). This might also be used when an equipment is being commissioned to avoid the alarms propagating to other FM systems.

	3GPP support
	TBD

	Recommended 3GPP updates
	SA5: study of root cause analysis (TR 32.832) is currently under discussion and will provide recommendation  (including solution for OS/OS and/or for IRPManager/IRPAgent interworking).


A.2
Interface-related requirements
	R_TMF_RAM_BA_II_0025
	Change Alarm Correlation

The interface shall allow an OSS to request a change in the underlying alarms on a parent alarm from another OSS. This covers adding a new correlation (symptom or contributory) or removing one.

	3GPP support
	TBD

	Recommended 3GPP updates
	SA5: study of root cause analysis (TR 32.832) is currently under discussion and will provide recommendation  (including solution for OS/OS and/or for IRPManager/IRPAgent interworking).


	R_TMF_RAM_BA_II_0026
	Change Root Cause Indication

The Interface shall allow an OSS to request a change to the diagnosis of a root cause in the alarm owning OSS.
If accepted by the alarm owning system, this is subsequently reported as an Attribute Value Change event to other OSSs that have subscribed to such events.

	3GPP support
	TBD

	Recommended 3GPP updates
	SA5: study of root cause analysis (TR 32.832) is currently under discussion and will provide recommendation  (including solution for OS/OS and/or for IRPManager/IRPAgent interworking).


A.3
Resolution
TBD
	End of Modified Section





� Grouped by network regions; by alarm raised times; by perceivedSeverity level;
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