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1
Decision/action requested

Agree to add the proposed content into TS 32.542.
2
References

[1] TS 32.542-002 Self-Healing OAM; Stage 2 descriptions
3
Rationale

This contribution proposes the detail content of the description of the Self-healing Functions.
4
Detailed proposal

	1st Modified Section


4.3.2 Self recovery of NE software Function
4.3.2.1
Problem to solve

This function tries to recovery the NE software problem automatically.
4.3.2.2
Method

4.3.2.2.1
Trigger conditions

The trigger conditions of this self-healing function are alarms related to the problem of the NE software.
4.3.2.2.2
General procedure
 When the NE software Self-healing Function is enabled and the Trigger Condition of this function is detected, the procedure of this function is as follows:
a. Verify the version of software, if it is found that the software is destroyed, restore the backup of the destroyed software.

b. Check the configuration data, if it is found that the configuration data is incorrect, reconfigure or restore the configuration data.

c. If necessary, restart the process.

If it is still abnormal after the healing procedure, a notification shall be raised to notify the IRPManager.
4.3.2.3 Specific parameters
4.3.2.3 FFS.
	Next Modified Section


4.3.3
Self-healing of Board Fault Function
4.3.3.1
Problem to solve

This function tries to recovery the board fault in a NE automatically.
4.3.3.2
Method

4.3.3.2.1
Trigger conditions

The trigger conditions of this self-healing function are the alarms related to the fault of a board or the detection of the fault of a board.
4.3.3.2.2
General procedure
 When the Board fault Self-healing Function is enabled and the Trigger Condition of this function is detected, the Board fault Self-healing function collects the redundant information of the faulty board, and processes accordingly:

a. If there is a stand-by board and the stand-by board is in operational state, then the failed board will be blocked and a changeover will be started automatically. Reset the blocked board, if it turns to normal, then it treated as the redundant board.
b. If there is not a redundant board or the redundant board is in abnormal status, then the failed board will be blocked. Reset the blocked board, if it turns to normal, then it will be unblocked.
4.3.3.3 Specific parameters
4.3.1.3 FFS.
	End of modifications


