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1
Decision/action requested

Discussion and agreement on the proposal for corrections on references and misspellings
2
References
[1] 3GPP TR 32.826: "Telecommunication management; Study on Energy Savings Management (ESM) (Release 9)" V1.1.0
3
Rationale
The references section includes misspell and incorrect punctuation mark. The fourth refernce (36.902) is not TS but TR. The sixth reference should have semi-colon instead of comma in the title.
In section 4.2, misspelled words, incorrect punctuations and incorrect SI (The International System of Units: abbreviated SI from the French le Système international d'unités) unit usages are found. They should be corrected for clear and exact meaning.

In Annex A, misspelled words, incorrect punctuations and incorrect SI unit usages are found. They should be corrected for clear and exact meaning.

4
Detailed proposal

Text Proposals to 32.826 v1.1.0 [1]
	1st Modified Section


2
References

The following documents contain provisions which, through reference in this text, constitute provisions of the present document.

· References are either specific (identified by date of publication, edition number, version number, etc.) or non‑specific.

· For a specific reference, subsequent revisions do not apply.

· For a non-specific reference, the latest version applies. In the case of a reference to a 3GPP document (including a GSM document), a non-specific reference implicitly refers to the latest version of that document in the same Release as the present document.

[1]
3GPP TR 21.905: "Vocabulary for 3GPP Specifications".

[2]
3GPP TS 32.101: "Telecommunication management; Principles and high level requirements".

[3]
3GPP TS 32.102: "Telecommunication management; Architecture"

[4]
3GPP TR 36.902: "Evolved Universal Terrestrial Radio Access Network (E-UTRAN); Self-configuring and self-optimizing network use cases and solutions".
[5]                        3GPP TS 25.104:  "Base Station (BS) radio transmission and reception (FDD)".
[6]                         3GPP TS 32.500:  "Self-Organizing Networks (SON); Concepts and requirements".
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4.2 
Study

A numerical study was performed in order to determine the potential energy saving that can be achieved by switching off BSs (sites) and/or spectrum (carriers) during off peak hours. Starting point was a UMTS/HSDPA network with a hexagonal layout of 48 sectorized sites, as shown in Figure 4.2.1 :
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Figure 4.2.1 Hexagonal network layout with 48 sectorized sites. Four distinct configurations
of a partial set of active sites are also depicted, comprising 48, 36, 24 or 12 active sites.
Besides the (complete) 48 ( 3 layout, also a number of alternative k ( 3 network layouts were considered, with k ( {36,24,12}, where a specific subset of the original set of sites is switched off, while still preserving as much a regular layout of active sites as possible. All four considered cases are shown in Figure 4.2.1 . In the evaluations, the downtilt that is optimized for the full (48-site) configuration is maintained also in the ‘reduced’ configurations; hence no tilt adjustments are applied.

Each sector supports a maximum of four 5 MHz carriers (20 MHz). In the considered evaluations, the uniformly set number i of active carriers at an active site is 1, 2, 3 or 4. 

In Annex A, a detailed simulation procedure is explained for the derivation of the sites and carriers that can be turned off for a given traffic level (i.e. hour of the day) and quality objective defined as either average user or 10th percentile cell edge throughput.

Let ( denote the activity factor i.e. the average transmit power of a sector. The applied energy consumption model is characterised by four parameters:

· PAC is the energy consumption of a fully active air conditioning unit per site;

· PCARRIER is the energy consumption per fully active carrier (for the entire site); this captures
all energy consumption not related to the air conditioner;

· (
is the fraction of PAC that is the minimum energy consumption of an air conditioning unit, regardless of the site’s (in)activity or the sector’s activity factor ;

· (
is the fraction of PCARRIER that is the minimum energy consumption of a carrier, regardless of the carrier’s (in)activity or the sector’s activity factor.
Assume that PAC = 1500 watt and PCARRIER = 750 watt, while different choices of ( and ( are considered, while the activity factor ( is readily obtained from the simulations (see Figure A.2  in Annex A). Considering only the scenario with the performance target on the 10th cell edge throughput percentile, for the case of ( = ( = 10%, Figure 4.2.2  shows for each hour of the day the energy consumption level if it is constantly deployed a configuration with 48 sites and 4 carriers, as well as the energy consumption level if in each hour of the day the most energy-efficient configuration is deployed (which still satisfies the imposed performance target). Additionally, for the latter case the figure indicates the optimal configuration Son/Con, written inside the light blue bars. For this scenario the average network-wide energy consumption level is about 4.01 megawatt for the default scenario and 2.72 megawatt for the energy-optimal scenario, which constitutes a savings of almost 28%.
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Figure 4.2.2  Default (dark blue) and optimal (light blue) energy consumption levels for different hours of the day.
As a final exercise, it is assessed the sensitivity of the energy reduction factor with respect to the choices of ( and (, as these parameters may take a range of settings in practical implementations. Figure 4.2.3 shows the results. Observe that the energy savings are largest for the case with a planning target on average user throughput. As could be expected, the energy savings are decreasing in both ( and (. For the considered range of settings the savings vary between about 18% and 38%.
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Figure 4.2.3 Sensitivity assessment of the energy savings w.r.t. energy model parameters ( and (.
Considering an HSDPA network, distinct planning targets and a typical variation of the daily traffic load, it is shown that appropriately switching off sites and/or carriers can result in energy savings of up to 38%. For the considered range of settings for the power consumption of the inactive sites/carriers the energy savings vary between about 18% and 38%.

NOTE:
For practical deployments and considering e.g. non-linear dependency of the power consumption with respect to traffic activity, irregular site deployment, non-homogenous traffic spatial distribution, specific terrain or man-made obstacles, etc. the achievable energy saving potential may deviate from the range reported in this analysis. Especially, if there are constraints for switching off particular sites/carriers in the network the achievable gains will be smaller than those reported in this analysis.
Editor's note: There is a variance of the temperature during the day and this may affect the potential of the energy savings and the results of the simulation.  In the above study, the assumption of a constant temperature throughout the day was made. 
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Annex A (informative):
Evaluation of the energy saving potential

The study considers downlink data traffic only, handled via HSDPA technology. The table below lists the key model parameters. The inter-site distance has been chosen such that UL/DL coverage requirements are met even for the case of 12 active sites (assuming a downtilt optimised for the case of 48 active sites).

Table A-1 List of the Key Parameters

	SYSTEM MODEL
	PROPAGATION MODEL

	# of sites
	12, 24, 36 or 48
	Path loss
	123.22 + 35.22 log10 dkm

	Inter-site distance
	1100 m (based on 48 sites)
	Antenna diagram
	Kathrein 741989

	Downtilt
	40
	Main lobe gain
(including slant/feeder loss)
	11.5 dBi

	Carrier bandwidth
	5 MHz
	
	

	# Carriers/sector
	i = 1, 2, 3, 4
	Indoor loss
	8 dB

	Pmax
	i ( 20 W
	(shadowing
	6 dB

	PCPICH​
	i ( 2 W
	Inter-site shadowing correlation
	0.5

	TRAFFIC HANDLING
	Orthogonality factor
	0.10

	Rate adaptation
	min{i ( 21.6, i ( 5 ( log2(1 + SINR)}
	Noise figure
	8 dB

	Packet scheduling
	Round robin
	Noise temperature
	288 K


A typical traffic load variation over a 24 hour period is assumed, as depicted in Figure A.1 .
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Figure A.1  Daily traffic load variation.
Determining the maximum supportable load for a given quality target

For each of the network configurations in Figure 4.2.1 , i.e. k ( {48, 36, 24, 12} and i ( {4, 3, 2, 1} , it has been determined the downlink user throughput performance (average and 10th cell edge percentile) versus the network-wide average number of active data flows. The results are presented in Figure A.2. Besides the throughput results, the charts also show the observed activity factor, i.e. the average transmit power of a sector. Observe that the experienced throughputs are higher for lower traffic loads, a higher number of active sites and more available spectrum, all as expected. Furthermore, the cell edge throughput percentiles (dashed curves) obviously lie below the average throughput curves (continuous curves). For a given number of active sites, the activity factor is independent of the available spectrum and increasing in the traffic load.
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Figure A.2 Average user and 10th percentile cell edge throughput for configurations with 48, 36, 24 and 12 active sites and 5, 10, 15 and 20 MHz of available spectrum.

Assuming a target level of 250 kbit/s for the 10th throughput percentile at the cell edge or, alternatively, a 1 Mb/s target level for the average user throughput, the maximum supported traffic load is determined for each configuration (in terms of the number of active sites and the available spectrum). These results are presented in. Figure A.3. Observe that, even if the target levels are quite asymmetric, the supportable traffic is significantly higher when considering a target on the average user throughput, rather than on the 10th cell edge throughput percentile.

Observe further that in distinct scenarios with the same number of deployed sector-carriers (the number of sectors ( the number of carriers), it is not trivial which configuration supports the highest load. For instance, if we compare a configuration with 24 active sites and 3 carriers per sector (216 sector-carriers) with a configuration with 36 active sites and 2 carriers per sector (also 216 sector-carriers), the former configuration supports the highest traffic load, i.e. rather more carriers than more sites. On the other hand, if a configuration with 24 active sites and 4 carriers per sector (288 sector-carriers) is compared with a configuration with 48 active sites and 2 carriers per sector (also 288 sector-carriers), it is the latter configuration that supports the highest traffic load, i.e. rather more sites than more carriers.
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Figure A.3 Maximum supportable traffic load for each configuration, assuming a 1 Mbit/s
target on the average user throughput (left chart) and a 250 kbit/s target on the 10th cell
edge throughput percentile (right chart).
The final step is to use these results to determine the most energy-efficient network configuration to provide the set performance targets for each hour of a 24 hour day. Assuming an adequately planned network, we set the peak hour traffic load equal to the supportable traffic load in a scenario with 48 active sites and 20 MHz spectrum (four carriers). For the case of a 250 kbit/s target on the 10th cell edge throughput percentile, this gives a peak hour traffic load of about 1572 active data flows (throughout the network), while for the case of a 1 Mbit/s average user throughput target, this gives a peak hour traffic load of about 3466 active data flows. Considering the assumed daily traffic load fluctuations as depicted in Figure A.1, this immediately translates to a setting of the absolute traffic load in each hour of the day/night. 

We first need to define the assumed energy consumption model, which translates the number of active sites, the number of active carriers (in an active sector) and the activity factor to an aggregate (network-wide) energy consumption level. Denote with Son the number of active sites and with Soff = 48 – Son the number of inactive sites. Futher denote with Con the number of active carriers (in an active sector) and with Coff = 4 – Con the number of inactive carriers (in an active sector). Finally, let ( denote the activity factor. The applied energy consumption model is characterised by four parameters:

· PAC
is the energy consumption of a fully active air conditioning unit per site;

· PCARRIER
is the energy consumption per fully active carrier (for the entire site); this captures 

all energy consumption not related to the air conditioner;

· (

is the fraction of PAC that is the minimum energy consumption of an air 


conditioning unit, regardless of the site’s (in)activity or the sector’s activity factor ;

· (

is the fraction of PCARRIER that is the minimum energy consumption of a carrier, 

regardless of the carrier’s (in)activity or the sector’s activity factor.
Applying a linearity assumption of energy consumption w.r.t. sector activity, the following formula is used to determine the energy consumption:
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 covers the energy consumption of the inactive carriers at the active site.

If it is assumed that PAC = 1500 watt and PCARRIER = 750 watt, while we consider different choices of ( and (, while the activity factor ( is readily obtained from the simulations (see also Figure A.2 ). Considering only the scenario with the performance target on the 10th cell edge throughput percentile, for the case of ( = ( = 10% the results in Figure 4.2.2:  in the main text shows for each hour of the day the energy consumption level if we constantly deploy a configuration with 48 sites and 4 carriers, as well as the energy consumption level if in each hour of the day the most energy-efficient configuration is deployed (which still satisfies the imposed performance target).
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