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1
Decision/action requested

Discuss and approve the addition of the “capacity-limited network” use case to draft TR 32.826.
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Rationale

Capacity-limited, homogeneous networks (e.g., UMTS networks in an urban environment) are normally dimensioned to cope with peak time traffic demand and can hence be under-utilized in off-peak times, e.g., at certain hours of the night, when the overall load as well as the load distribution onto the different cells may differ significantly from peak times.

For energy-saving management, the objective is therefore to adapt the network to these changing conditions. One approach is to concentrate the load into a few selected cells that remain active during low traffic demand periods with increased coverage area and to de-activate the remaining less loaded cells.

This document proposes a high-level use case description for such capacity-limited networks.

4
Detailed proposal
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6.3
High-level use cases

ENB Overlaid

In order to assure the service connectivity and make no side effect on the service (there is a possible case that a UE may power on in the area of an eNB in ES), only the eNB overlaid by other eNBs (i.e., the area served by the eNB also covered by other eNBs) can enter into ES. 

In this scenario, legacy systems, e.g. 2G/3G provide radio coverage together with E-UTRAN.  Another case similar with this is that an area covered by different frequencies in E-UTRAN, i.e. inter-frequency case.

[image: image1]
Figure 6.3 ENB Overlaid Scenario
According to the definition of base station classes in [5] section 4.2, base stations can be categorized by Macro Cell (Wide Area Base Station), Micro Cell (Medium Range Base Station) , Pico Cell (Local Area Base Station) and Femto Cell (characterized by Home Base Station ). This category of base station can be applied to enhance the scenarios of inter-frequency eNB overlaid. 
UC1:  Inter-Frequency E-UTRAN eNB/Cell Coverage

In this scenario, two E-UTRAN cells (Cell A, Cell B) with separate frequency bands cover the same geographical area. Cell B has a smaller size (Pico Cell or Micro Cell) than Cell A (Macro Cell) and is covered totally by Cell A. Generally, Cell A is deployed to provide continuous coverage of the area, while Cell B increases the capacity of the special sub-areas, such as hot spots. The energy saving procedure in the coverage of Cell B (ES area) may be triggered in case that light traffic in Cell B is detected. Cell B deactivation of energy saving may also be triggered when the traffic of ES area (measured by Cell A) resumes to a high level.


[image: image2]
Figure 6.3.1: Inter-Frequency E-UTRAN Cell Coverage 

The inter-frequency E-UTRAN cell coverage use case also has a variation of hybrid deployment of Macro Cell and Femto Cell, which means different cell classes (Macro and Femto) cover the same geography area.

UC1a:  Hybrid E-UTRAN Macro Cell and Femto Cell Coverage

In this scenario, two E-UTRAN cells (Cell A, Cell B) with different cell types cover the same geographical area. Cell B (Femto Cell) is covered totally by Cell A (Macro Cell). Generally, Cell A is deployed by eNB to provide continuous coverage of the area, while Cell B is deployed by Home eNB to increase the capacity of the special sub-areas, such as home or business mall or office. The energy saving procedure in the coverage of Cell B (ES area) may be triggered in case that light traffic or no traffic in Cell B is detected. Cell B deactivation of energy saving may also be triggered when the traffic of ES area resumes to a high level. Home eNB which deploys the femto cell can be totally switched off during the ES procedure.
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Figure 6.3.2: Hybrid E-UTRAN Macro Cell and Femto Cell Coverage 

UC2:  Inter-RAT Cell Coverage

In this scenario, E-UTRAN Cell B is totally covered by inter-RAT Cell A (such as legacy system UMTS or GSM). Cell A is deployed to provide basic coverage of the voice or medium/low-speed data services in the area, while Cell B enhances the capability of the area to support high-speed data or multi-media services. The energy saving procedure in the coverage of Cell B (ES area) may be triggered in case that no high-speed data or multi-media traffic in Cell B is detected. Cell B deactivation of energy saving may be triggered when the high-speed data or multi-media service request in ES area is restarted again. 
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Figure 6.3.3: Inter-RAT Cell Coverage
ENB Restricted

In the scenario of eNB restricted, the overlaid eNB can be totally switched off during the spare time of public area, e.g., during the night of mall/office.

Carrier Frequency Restricted

In the scenario of carrier frequency restricted, eNB restricts the use of some carriers and keeps a primary carrier. This is a common case where eNB could operate on multiple carrier frequencies.
Capacity-limited Network

Capacity-limited, homogeneous networks (e.g., UMTS networks in an urban environment) are normally dimensioned to cope with peak time traffic demand and can hence be under-utilized in off-peak times, e.g., at certain hours of the night, when the overall load as well as the load distribution onto the different cells may differ significantly from peak times.

For energy-saving management, the objective is therefore to adapt the network to these changing conditions. One approach is to concentrate the load into a few selected cells that remain active during low traffic demand periods with increased coverage area and to de-activate the remaining less loaded cells as described in more detail in [7].

We assume that the coverage area of a cell can be configured dynamically and that a peak-time situation would be based on smaller coverage areas per cell than the possible maximum area. In that case  some base stations would be enabled to adjust their transmission power and other configuration parameters for their cells at off-peak times in order to provide coverage for other neighboring cells – which could then be switched off, after handing currently associated UEs over to remaining neighboring cells. Turning off cells and modifying radio parameters for increasing coverage for other cells can lead to a different cell and frequency layout, which should be addressed by interference control, e.g., through OAM-driven configuration or SON functions.  Depending on the specific scenarios, switching off cells could ultimately lead to switching off all radio-transmission-related functions at a site, which would lead to reduced energy consumption and could implicitly lead to even further energy-saving, e.g., when air condition systems at a site adapt to the reduced cooling requirements – which is not considered here in detail.

The energy saving management in the scenario would ideally lead to situation for an off-peak time as depicted in figure x.x.2 – where one base station would remain powered one (depicted as ES-Compensate), taking over the coverage areas of geographically close base stations in ESaving (energy saving) state that may, e.g., be powered off.
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Figure x.x.2: Different network arrangements corresponding to capacity demand variation for energy saving purposes

As depicted in figure x.x.2,  a certain part of a network, e.g., base stations in a geographical area, can be in two different situations:

1. Peak traffic situation: no particular energy saving is on-going, and network elements are in No-ES state.

2. Off-peak Traffic situation: energy saving is on-going, and some network elements may be in ESaving mode, while others are in ES-Compensate mode.

Peak-traffic situation and off-peak-traffic situation refer to the disposition of a network. For this use case, the following different states from section 5.1 are applicable to individual network elements:

1. No-ES (notParticipatinginEnergySaving) state: the default state in peak-traffic situation, with no specific energy saving in progress.

2. ESaving state: in an off-peak-traffic situation, the network element is powered-off or restricted in resource usage in other ways.

3. ES-Compensate (compensatingForEnergySavings) state: in an off-peak traffic situation,  a network element is remaining powered on, taking over the coverage areas of geographically close base station in ESaving state.


· 
· 
These states are entered and left using the procedures defined in section 5.1, i.e., energy saving activation, energy saving de-activation, energy saving compensation activation, and energy saving compensation de-activation.

It should be noted that the concrete actions for transferring a network element  into an energy-saving state (depicted as “ESaving” in figure x.x.2) depend on the specific scenario and capabilities of the network element.

Reaching off-peak-situation  with the respective state changes on network elements is a process that affects an operator-defined part of the network. For this use case, the energy saving function requires an algorithm to select

· a) the network elements to stay in No-ES state and those network elements to leave this state; and

· b) from the set of network elements leaving No-ES state, the network elements to enter ESaving state and those elements to enter ES-Compensate state.

Such an algorithm could use load parameters, geographic information etc., and should provide a smooth transition between peak hours and off-peak hours, taking into account the achievable energy saving gains and the impact on the network performance.

Moreover, an algorithm for the process of reverting from an off-peak situation with maximum or partial energy saving is needed that supports re-acting to increasing capacity demand, e.g., by selecting currently ESaving base stations for energy saving de-activation as required. In addition to that, it should also be possible to terminate the complete energy saving function unconditionally.

Whereas energy saving (de-)activation, energy saving compensation (de-)activation  (as described above) refer to configuration changes performed on individual network elements, these algorithms are processes that typically involve more than one network element and – depending on the chosen approach – also network management systems. Here, we assume that for a part of the network (as a system) energy saving management would either be enabled, i.e., energy-saving (de-)activation and energy saving compensation (de)-activation is initiated on network elements according to the performed algorithms) or energy saving management would be disabled, i.e., these algorithms are not executed.

The operation of the energy saving algorithms suggest the adoption of a coordinated process in the context of [8] since the  decision to initiate energy saving activation for certain cells is requiring information beyond a single network element, e.g., load information from neighbors. 

From a network management perspective, there may be different ways to implement the processes of enabling and disabling ESM:

1. Centralized energy saving management:

For centralized ESM, OAM decides on enabling / disabling ESM in the network. When ESM is enabled,  OAM, applying its energy saving algorithm, determines, based on load and other network utilization information and based on knowledge about geographic positions and coverage areas of base stations,  which base stations are to enter ESaving state, ES-Compensate state, or No-ES state. 
When ESM is disabled, OAM initiates energy saving de-activation on network elements, i.e., by transferring them into No-ES state.

In summary, for centralized ESM, OAM enabled / disables ESM, and – when ESM is enabled – executes energy saving algorithms and configures network elements  to either ESaving state, ES-Compensate state, or No-ES state.

2. Distributed energy saving management:

For distributed ESM, OAM decides on enabling / disabling ESM in the network. When ESM is enabled, network elements execute the energy saving algorithm in a distributed manner to determine cells to enter ESaving state, ES-Compensate state, or No-ES state – depending on knowledge of current load information of neighboring base stations.

When OAM disables ESM, network elements perform energy saving de-activation, i.e., they return to No-ES state.

The distributed approach requires neighboring base stations to exchange load information on regular intervals. Consequently, the energy saving algorithm is performed based on coordination a more local scope compared to the centralized approach.

In summary, for distributed ESM, OAM enables / disables ESM, but the energy saving algorithm is executed in a distributed fashion by network elements that decide which base station should enter which state (No-ES, ESaving, ES-Compensate).

3. Hybrid energy saving management:

For hybrid ESM, OAM decides on enabling / disabling ESM in the network, and the energy saving algorithm may be executed on both OAM and network elements or solely on network elements.

When the OAM enables ESM, network elements execute the energy saving algorithm in coordination with OAM to determine when which network elements should enter ESaving state, ES-Compensate state, or No-ES state – e.g., depending on knowledge of current load information of neighboring base stations. In addition, OAM may perform an additional energy saving algorithm based on global load constraints to initiate entering ESaving state, ES-Compensate state, or No-ES state on certain base stations explicitly or  to provide hinds as input to the energy algorithms executed on each individual emenent. For example, OAM could perform load measurements considering a larger set of network elements and may thus be enabled to come to better-informed conclusions about energy saving in a certain region, which could result into certain policies that OAM provides to network elements to enhance the ESM process. In order to avoid or resolve conflicts in such scenarios, prioritization of decisions or conflict resolution may be required.

When the OAM disables ESM, network elements perform energy saving de-activation, i.e., they return to No-ES state. In addition, OAM may also initiate energy saving de-activation on specific network elements.

The hybrid approach requires neighboring base stations to exchange load information and push or pull load information towards OAM on regular intervals. Consequently, the energy saving algorithm is performed based on a coordination on both local and global scope, which could scale accordingly.    
In summary, for hybrid ESM, OAM enables / disables ESM, but the energy saving algorithm is executed in distributed or coordinated fashion by either network elements solely or in combination with OAM. 

It should be noted that the notion of enabling / disabling ESM and the different network element states are used here for better illustrating the use case and that they do not imply specification-level requirements.
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