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Decision/action requested

To discuss and decide how to handle processor usage measurements. 
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Rationale
In [1], [2], [3], [4] and [5], there are processor usage measurements defined. 
	32.405

4.33.1.1
Mean processor usage
e) The measurement name has the form EQPT.MeanProcessorUsage.ProcessorID
where ProcessorID identifies the key processor of this equipment, the format of ProcessorID is vendor specific.

	32.407

4.4.2.1
Mean CPU Usage

e) This measurement is obtained by sampling at a pre-defined interval, CPU load and then taking the arithmetic mean.
For the product with centralized controlled CPUs, there should be one CPU load. There is only one sub-counter for this measurement. Its name should be .sum.

For the product with distributed controlled CPUs, there should be CPU load for each CPU. Processor ID could be used to differentiate those CPUs.

	32.409

5.1.1
Mean processor usage
e) The measurement name has the form EQPT.MeanProcessorUsage.ProcessorID
where ProcessorID identifies the key processor of this equipment, the format of ProcessorID is vendor specific.

	32.425

4.8.1.1
Mean processor usage
e) EQPT.MeanProcessorUsage.ProcessorID
where ProcessorID identifies the key processor of this equipment, the format of ProcessorID is vendor specific.

	32.426
4.5.1.1
Mean Processor Usage
e) EQPT.MeanProcessorUsage.ProcessorID
where ProcessorID identifies the key processor of this equipment, the format of ProcessorID is vendor specific.


Depending on vendor implementation, there could be various CPU architectures
1) Centralized and distributed
2) For the distributed architecture, the number of processors could be different
3) For the distributed architecture, processor capacity weight could be different
Centralized and distributed
a) For centralized architecture, measurement result will be one value, such as 80.
b) For distributed architecture, measurement result will be a set of values, such as {30, 60, 80} (3 CPU)

It is difficult for IRPManager to evaluate the difference between a) and b), i.e. 80 vs. {30, 60, 80}
Distributed but with different number of CPU
a) For NE with 2 CPU, measurement result could be {30, 60}

b) For NE with 3 CPU, measurement result could be {30, 60, 80}

It is difficult for IRPManager to evaluate the difference between a) and b), i.e. {30, 60} vs {30, 60, 80}
Distributed, same number of CPUs, but different capacity weight factor
“capacity weight factor” represents what percentage of traffic load is expected to be processed by a certain CPU in a certain NE under full-load conditions. The valid value range is [0, 100%]. 0 represents that the CPU will contribute nothing to traffic. 100% represents that all traffic within the NE will be processed by this CPU.
In this case, same measurement value will have different meaning for different implementation. E.g.

There are two kinds of NEs, which both have 3 CPUs but with different capacity weight factor.
NE1: CPU1 – 20%, CPU2 – 20%, CPU3 - 60% (CPU3 will process most traffic)
NE2: CPU1 – 80%, CPU2 – 10%, CPU3 - 10% (CPU1 will process most traffic)
For particular period, IRPManager get same result for two NEs: MeanProcessorUsage.CPU1=95, MeanProcessorUsage.CPU2=10, MeanProcessorUsage.CPU3=10 

By analyzing the result, IRPManager will conclude that the CPU status for NE1 and NE2 is same. However, this conclusion is wrong: the real CPU usage for NE2 is much heavier than NE1.
As a result, existing definition can not reflect real processor status for different CPU architecture. In some cases, it will lead to wrong conclusion.
4
Detailed proposal
It is proposed to update existing CPU usage measurements to handle different CPU architectures in a better way.
All CPU instances should be considered as a whole by accumulating all CPU usage together with different CPU capacity weight factors.
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TotalUsage is the overall CPU usage of the NE.
n is the number of CPU instance.

Usagen is the usage of the nth CPU instance. The valid value range is [0, 100%].
Weightn represents what percentage of traffic load will be processed by nth CPU within NE under full-load conditions. The valiad value range is [0, 100%]. 0 presents that the nth CPU will contribute nothing to traffic. 100% presents that all traffic within the NE will be processed by the nth CPU.
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