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1
Decision/action requested

The group is asked to discuss the comparison of the currently proposed architectures for the minimization of drive-tests and introduce the comparison table into the draft SA5 TR “Integration of device management information with Itf-N”.
2
References

 [1] 3GPP TR 36.805 V1.0.0 Study on Minimization of drive-tests in Next Generation Networks
3
Rationale

At SA5#66, it was agreed to discuss the two architectures for the minimization of drive-tests (MDT) in the context of the SI “Study on Integration of Device Management Information with Itf-N”.


This contribution provides a detailed comparison of the currently proposed architectures:

· Architecture with direct UE-OAM interface
· Architecture with eNB involved
4
Discussion

4.1
 Use cases
In the latest draft of RAN2 TR 36.805 [1], the following use cases have been introduced for the minimization of drive-tests: 
------------------------------------------------ Extract from 36.805 --------------------------------------------------

5
Use cases

[Editor’s note: This section describes the identified use cases. Only agreed use cases will go into this section and it is not meant to list all the use cases that are “proposed”.]
5.1
Coverage optimization
Information about radio coverage is essential for network planning, network optimization and Radio Resource Management (RRM) parameter optimization (e.g. idle mode mobility parameter setting, common channel parameterization), as well as backend network management activities, such as network dimensioning, CAPEX/OPEX planning and marketing. Additionally  the detection of coverage problems (e.g. coverage holes, pilot pollution, low user throughput, etc.) in specific areas is performed, e.g. based on customers complaints, along roads or train lines, in case of special events.
5.2
Mobility optimization
Mobility optimization is an important part of network operation. Information about mobility problems or failures can be used to identify localized lack of coverage or the need to adapt the network parameters setting, e.g. in order to avoid too early or too late handover and to improve the handover success rate and overall network performance. 
5.3
Capacity optimization
The operator needs to be able to determine if there is too much/little capacity in certain parts of the network i.e. to detect locations where e.g. the traffic is unevenly distributed or the user throughput is low. This helps to e.g. determine placement of new cells, configure common channels and optimize other capacity related network parameters.  
5.4
Parameterization for common channels 
User experience and/or network performance can be degraded by suboptimal configuration of common channels (e.g. random access, paging and broadcast channels). Detecting problems (e.g. on UL or DL common channel coverage) or analyzing the performance (e.g. connection setup delay) for the procedures associated with common channels, helps network parameter setting and configuration change for system performance optimization, (e.g. RACH channel parameters are set as a trade off between congestion and capacity)
------------------------------------------------ End of extract from 36.805 --------------------------------------------------
[Discussion] For the optimization of the whole network, both architectures can achieve the data collection purpose. 

For problem checking in a specific geographical area, we see some problems with the UE-OAM architecture because the operator will not know which UE will go into the specific area and therefore the operator cannot accurately configure which UE will report measurements. It is even possible that operators do not get the data they want in the case none of the UEs the operator configured to report the measurements went into the specific area. Furthermore, since there is no way to predict where the UEs will go, the operator will only know he has collected no data after some period of time. 
For eNB involved architecture, the eNB can immediately find out whether there are some suitable UEs in the specific area. In the case there is no suitable UE which could send measurement report, the operator will be able to know it quickly and may decide to use the traditional ways to retrieve data as a backup solution.
4.2 Comparison of the proposed architectures
	Items
	Alternative 1: UE-OAM architecture
	Alternative 2: eNB involved architecture

	UE measurements data collection in the whole network
	When the purpose of drive tests is to collect the data for the whole network, both architectures can achieve the same purpose. 

However it is difficult to find such a case. All current drive test is done in specific regions / areas.
	When the purpose of drive tests is to collect the data for the whole network, both architectures can achieve the same purpose. 

However it is difficult to find such a case. All current drive test is done in specific regions / areas.

	UE measurements data collection in a specific area
(In the operation/maintenance phase, in most of the cases drive tests are needed to collect UE measurements data in a specific area)
	The operator will not know which UE will go into the specific area and therefore the operator cannot accurately select which UE will report measurements. 
The operator need to pre-configure an excessive amount of UEs which may possibly go into the specific area to maximize the possibility operator will get enough UE measurements data.

In a very extreme scenario, operators may not get the data they want in the case all the UEs operators asked to report the measurements did not go into the specific area or were switched off. On the contrary, operators may get many redundant data if many UEs went into the area, and in this scenario, it could be a waste of UE and air interface resources.

There is no way to predict whether operator will finally get UE measurements data or not and the operator will only know it after a certain period of time.
	The eNB can select appropriate UEs to perform measurements for a specific problematic area according to the eNB knowledge of UE. 

The selection of UE is under automatic algorithm control which could adjust themselves according to the changes of UE (for example, if a selected UE is switched off, eNB could reselect another UE automatically).

	User privacy and service subscription
	For location information which will be used in MDT, UE-OAM architecture may have security risk as OAM will know the position of a UE user.  So far, only eNB, UE and MME can be LCS client to get location information of UE. For UE-OAM architecture, the operator needs extra efforts to ask the permission of UE user for the UE measurements reporting as operator needs to configure UE profile individually.
	In eNB involvement architecture, UE selection is done by the eNB. Since the eNB can automatically know which UE is in its coverage area, the eNB does not need user account information and there is no security risk for UE user.



	System complexity
	UE-OAM architecture needs to consider extra implementation of user authentication and discount policies based on the statistics data provided by each UE, and this greatly increases the overall system complexity.
	The eNB involved architecture can make the good use of the existing implementation and can achieve the data collection purpose with little enhancements. 
Considering an evolved system where we have SON functions in eNB addressing optimization cases we initially intend to do by MDT, it would definitely be less complex to have UEs report measurements to eNB

	Volume of transferred data
	It is possible for the UE to have compression capability, but this would increase the UE complexity and cost.
	It is possible to have compression functions built in the eNB to reduce the amount of transferred data.

	SON
	UE measurements could only be used for SON centralized scenarios.
The UE measurements cannot be utilized by distributed SON algorithms.
	The UE measurements can be used by SON or any other functionalities supported by the eNB. This would greatly improve the efficiency and reactivity of SON algorithms.

	UE software complexity
	Need to add an extra protocol stack in the UE to support OAM connection and transfer mechanism. 
UE may have to maintain multiple MDT requests for totally different areas.
	For immediate reporting, UE could communicate with eNB using extended existing mechanism.
For logging reporting, UE only needs to maintain related MDT request and need much less storage. 

	Time to Market
	Need to standardize a brand new interface. 
Bigger impact on UE will delay the availability of the overall solution.

Need for OMA 3GPP coordination will delay the introduction (e.g. OMA DM is closed wrt Rel-9 requirements). 
	Just need to enhance an existing standardized interface on already deployed infrastructure. 
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Detailed Proposal
The group is asked to discuss the comparison of the two architectures, and include the clause 4.2 above into the draft TR “Integration of device management information with Itf-N” as section 5.1.3 “Comparison of the proposed architectures”.
