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1
Decision/action requested

Agree to include pseudo-CR material of section 4 into draft TS 32.521.
2
References

[1] Draft 32.521 V1.1.0: Self-optimization OAM; concept and requirements

3
Rationale

LTE Load balancing (LB) is achieved by means of handover (HO) of users from the overloaded cells to cells which can accommodate additional load. The receiving cells might be adjacent in space (neighbour cells), and/or on a different frequency channel (inter-frequency LB), and/or even of a different radio access technology (RAT, inter-RAT LB). As this HO needs to be based on detailed and up-to-date knowledge of the radio environment, it is performed by the eNB in LTE. Furthermore the eNB can acquire knowledge of the load situation of adjacent cells via X2 load reports.

However, the overloaded eNB might not have an understanding of the overall load situation in a larger environment, i.e. in neighbours-neighbours, or in different RATs. Such information is typically available in the OAM system.

Anyway due to overhead and delay restriction, it is neither possible to convey the complete radio information of the eNBs to the centralized SON entity, nor it is feasible to convey the OAM information on the overall load situation to the eNBs.

Currently e-NB based LB is proposed in standardization. The problem is that an eNB can only consider the load in its direct neighbours and therefore might not distribute the load in an optimal way considering the overall load situation in the network.

There have been discussions that also load information of neighbours' neighbours shall be conveyed to the eNB. However, this doesn't include other aspects and decision criteria than load in the prioritisation, e.g. it 
· cannot exclude cells from LB, 
· cannot support inter-RAT LB, and
· furthermore requires excess signalling to and processing at the eNB.

Therefore it seems a more efficient approach to let a centralized SON entity in the OAM system signal a list of cells to the eNB with an ordered priority for load balancing purposes. These lists are updated periodically or in case of changes for all cells that have the load balancing functionality enabled. 
A separate LB list could be provided for intra-frequency, inter-frequency, and inter-RAT cells, which indicate the priority from source cell to intra-frequency, inter-frequency, and inter-RAT target cell. 

When a neighbouring cell is potentially to be overloaded by other overloaded cells, our recommendation is to remove it from the LB target list. A neighbour cell not included in the priority list shall not be used for LB implicitly. The exclusion of load balancing to that specific target cell allows the network to lower additional load to that cell. In this case the eNB can also suspend X2 load reporting with this cell and save unnecessary X2 signalling overhead.

The eNB shall consider target cells for load balancing HO by taking this priority into account if multiple possibilities (WRT user selection and target cell selection for load balancing) are of similar performance from radio perspective.

It is important that the lists are updated by the centralized SON entity and sent to the eNB prior to the occurrence of overload and the need for LB. This ensures that the lists are always available within eNB and additional delay is avoided, which would be decrease the reaction time and limit the feasibility of LB.

Furthermore it is to note that a priority list is sent to the eNB without reporting load status of neighbours' neighbours. The list may include 
· other aspects and decision criteria than load can be included in the prioritization,

· target cells can be excluded from LB, and
· prioritizations defined for inter-RAT LB.

Figure 1 is an implementation example for inter-frequency LB, where a set of cells is shown (overloaded cells are shown in red, the relative load is indicated as percentage): 
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Figure 1: Example of load distribution in the network 
Based on the existing X2 signalling cell 1 can obtain information about its neighbour cells. Assuming that cell 1 has users suitable for LB in the vicinity of the cell borders of all its neighbour cells. Based on the X2 load information it would seem that cells 3 and 7 are best suited for LB, as they currently have lowest load of all neighbouring cells. However, these cells have a large number of other adjacent cells currently in overload. Therefore the risk that cells 7 and 3 might soon get overloaded is high.

It is therefore obvious that the eNB LB decisions can be improved by providing guidelines on LB priorities based on the overall load distribution available in the central SON entity. In a simple implementation the priority list could be based on the number of neighbours in overload, i.e. the central SON entity would signal the following priority list:

4

5, 6

3

As in this example, multiple cell IDs can be given the same priority if there is no difference from the central entity point of view.

The eNB can now merge both information and might e.g. use the following LB strategy:

· first try load balancing with cell 4

· in case further load balancing is required, perform load balancing with cell 6 (Cell 6 is preferred over cell 5, since it has lower radio load)

· next try cells 5, then 3

In this example, LB with cell 3 is significantly de-prioritized due to the additional information. LB with cell 7 is even not allowed due to reasons only known at the central SON entity (e.g. many neighbour cells of cell 7 overloaded or a planned cell shut-down for maintenance or energy saving reasons). Cell 1 can also suspend the X2 load reporting procedures with cells 2 and 7. The IRPManager can in this case provides the non-preferred target list with cell 7.
3.1 Conclusion

The need to support the preference list from a centralized SON entity for load balancing is illustrated. Based on the above considerations the new LBO requirement is proposed:
4
Detailed proposal

	Begin of modifications in TS 32.521


6.1.2
Load Balancing
REQ-SO_LB-FUN-1
The IRPManager shall be able to disable/enable the load balancing function.
REQ-SO_LB-FUN-2
The IRPManager shall be informed about the eNodeB load.
REQ-SO_LB-FUN-3
The IRPManager shall be able to request that load balancing be allowed from source cell to target cell.

REQ-SO_LB-FUN-4
The IRPManager shall be able to request that load balancing be prohibited from source cell to target cell. 
REQ-SO_LB-FUN-5
The IRPAgent shall inform the IRPManager about success or failure of IRPManager operations to allow load balancing, prohibit load balancing. 

REQ-SO_LB-FUN-6
The IRPAgent shall provide the IRPManager the capability of indicating load balancing preferences from source cell to a list of target cells (preferred and/or non-preferred target cells). The preference information may include intra-, inter-frequency and inter-RAT load balancing. eNB shall consider this information when choosing a target cell for load balancing.
Editor’s note: It is for further study to which elements of load balancing “allow” and “prohibit” relate to, especially if the “allow”/”prohibit” is applied to these elements individually or not. Such elements are e.g. exchange of information and change of configuration. 

	End of modifications











