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1
Decision/action requested

Agree to include the updated general self-healing procedure into the draft TS 32.541.
2
References

(Reference - in list form - should be made to previous related SA5/3GPP/etc. documents.)
[1]

TS32.541-030 Self-Healing OAM Concepts and Requirements
3
Rationale

(With bullet points, describe the reasons for the proposed action. 
The objectives of the proposal should be clearly stated. 
Rejected alternative solutions should be mentioned if this aids understanding).

(For pseudo CR, the reason for change(s) and summary of change(s) must be clearly explained.)
During the previous SA5 meetings, the general Self-healing procedure has been discussed, and there was no consensus reached on it.  In the latest draft TS32.541, we have agreed some new use cases and defined some new terms. This contribution updates the general self-healing procedure based on the comments during the discussions and the new defined terms are also used. The summary of changes:

· The figure of the general procedure is updated.

· The description of the steps of the general procedure is updated.
4
Detailed proposal

	1st Modified Section


4.1.3 
General Self-healing procedure

The Self-healing Function has two parts: the monitoring part and the healing process part. The logic view of the general Self-healing procedure is shown in figure 1:
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figure 1: logic view of the general Self-healing procedure

The general Self-healing procedure includes following steps:
[Monitoring part:]
[SH01]The Self-healing Function monitors the TCoSHs continuously. 

[SH02]When a TCoSH is reached, then an appropriate Self-healing Process shall be triggered. 

[Healing process part:]
[SH03]The Self-healing Function gathers more necessary information (e.g. measurements, CM data, testing result, etc).
[SH04]Based on the TCoSH and gathered information, the Self-healing Function does deep analysis and diagnosis, and gives the result. If the result includes recovery action/s, then go to next step, otherwise go to [SH09].

[SH05] The configuration data prior to the executing of the recovery action/s is backuped if needed. 

[SH06]If necessary, the Self-healing Function triggers the executing of the recovery action/s.
[SH07] The Self-healing Function evaluates the result of the self-healing recovery action/s:

If the fault hasn’t been solved and the stop condition/s is not reached, then the self-healing runs again, i.e. go to SH03.
If the fault has been solved, then go to [SH09].

If the stop condition/s is reached, then: 

[SH08] If necessary, fallback is executed. Go to [SH09].
[SH09] The Self-healing Function emits a notification to report the result of the Self-healing Process.

[SH10] If necessary, the Self-healing Function logs the information of the performed recovery actions and important events occurring during the self-healing process.
Editor’s notes:

1) The order of the bullet points in the list does not imply any statements on the order of execution.
2) In [SH05], whether the backup of the configuration data is needed and which configuration data should be backuped shall be decided on a case by case basis.

3) In [SH08], whether a fallback is needed shall be decided on a case by case basis.

4) In [SH10], whether log is needed and the detail of the logged information shall be decided on a case by case basis.














	End of modifications
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