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1
Decision/action requested

Agree to include pseudo-CR material of section 4 into TS 32.501.
2
References

[1] S5-091879: Starting Material for AURANCODAP

[2] S5-092289: Parameters Subject to Dynamic Radio Configuration Function 

3
Rationale

The Automatic Radio Configuration Function (ARCF) – also called “Radio Network Configuration Data Function (R_CD_F)” - supplies those radio configuration parameters to a newly inserted eNodeB, which cannot be set by default values or based on isolated eNodeB knowledge. 
In [1] a SON radio configuration parameter classification was proposed, [2] presented a list of radio configuration parameters which are candidates to be determined by the ARCF. The parameter table of [2] is repeated below in clause 4.
When discussing [2] it was recognized that it would be difficult to decide if a parameter is subject to the ARCF, if it is not clear where the ARCF is located. So this contribution discusses such architectural options.
Other aspects of the Automatic Radio Configuration are discussed also, including the relation of the ARCF to other SON functions.
3.1 ARCF Architectural options
3.1.1 eNodeB Centric

In this architectural option the ARCF is situated in the eNodeB. 
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Figure 3.1.1-1: eNodeB Centric Architecture

This is sometimes referred to as the distributed execution of the SON algorithm. However this terminology is somewhat confusing. In context of a network a distributed algorithm would mean that every node in the network would take part in the execution of it. This would be needed at least for the data acquisition phase for self-configuration algorithms of parameters which need sub-network wide or even network wide inputs (TAC, EGCI, eNodeB name). To simplify the data acquisition, computation and coordination one can also use so called localized algorithms. In the execution of a localized algorithm only a few nodes will participate which are geo-graphically close to each other. This classification is illustrated in the figure below. 
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Figure 3.1.1-2: Localized vs. Distributed Algorithms.

Interface and standardization impact is high. 

· Itf-N
·  The scope of this interface now clearly moves from managing the eNodeB to managing the self-configuration process itself. Via the Itf-N the self-configuration process will be monitored and controlled. 

· New IRPs need to be defined or existing (e.g. the self-configuration IRP) extended in order to realize this monitor and control. 

· There is also a clear impact on existing IRPs. For example a notification when a new eNodeB becomes active, additional inputs need to be defined, etc.
· Itf-P2P

· Not used

· Itf-S

· High impact

· The nature of this interface changes from a traditional OAM interface to an interface to control and monitor the self-configuration process. 

· X2

· All needed X2 interfaces need to be set up prior to the move to the operational state.

· To have a real eNodeB centric solution, the new inserted eNodeB should be able to autonomous discover all neighboring eNodeBs and set up the X2 interfaces. This can for example be done by using a beacon signal, pre-operational ANR or an auto-discovery mechanism on the X2 interface. 

Such autonomous solutions are currently out of scope. Which implies that the set up of the X2 interface need to be controlled from a central entity, either the DM or the NM. This is needed to kick start the eNodeB centric self-configuration algorithms. 

· Data exchange and coordination need to be standardized on the X2 interface

Pro and cons of this architecture option:

+

Autonomous solution

+ 

Highly scalable 

-
High complexity (handling of race conditions, communication overhead, distributed coordination etc.)

-
High standardization impact on Itf-N and X2 interface

-
No real autonomous solution without pre-operational auto-discovery of the neighbor and set up of the needed X2 interfaces

-
Low flexibility in algorithm modification (and additional inputs)

-
Less suitable for parameters which need network wide inputs (like TAC)
3.1.2 DM Centric with Itf-P2P

In this architecture the ARCF is distributed among the domain manager of the different vendor domains. The needed coordination and synchronization is done on the Itf P2P. 
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Figure 3.1.2-1: DM Centric Architecture with Itf P2P

Although the SON algorithm execution and coordination run distributed on the different domain manager, some central component on the NM level is needed for operator control and monitoring. 

The DM where the new eNodeB is inserted will temporarily take the role as master and will be able to trigger and monitor a reconfiguration of nodes in another vendor domain via the Itf P2P. The actual control over the reconfiguration always stays within the own vendor domain. 

Here the impact on the interfaces and the standardization are clearly very high. 

· Itf-N
· The scope of this interface now clearly moves from managing the eNodeB to managing the self-configuration process itself. Via the Itf-N the self-configuration process will be monitored and controlled. 

· New IRPs need to be defined or existing (e.g. the self-configuration IRP) extended in order to realize this monitor and control. 

· There is also a clear impact on existing IRPs. For example a notification when a new eNodeB becomes active, additional inputs need to be defined, etc. 

· Itf P2P

· Until now the Itf P2P is merely theoretical. In practice when one wants to utilize this interface one will introduce a new interface in the architecture. 

· This evaluation of using this Itf for SON will be similar manner as when it would be used for traditional OAM functions. 

· Using the Itf P2P for SON is more challenging than using the Itf-N: 

· Configuration, performance, fault, inventory, topology management data, together with specific data related to the SON process, need to be synchronized and exchanged on the Itf P2P in real time, e.g. by so called “border managed objects”. 

· On the interface one DM need to be able to trigger and monitor (“request”) a reconfiguration in another DM. 

· X2 interface

· No impacts

Pro and cons of this architecture option:

+
Scalability
-
Need to set up and standardize the Itf-P2P. This is not justified for just the “insert eNodeB” use case. (Arguments pro and con the Itf-P2P are similar as where the Itf-P2P is used for “traditional” O&M functions.) 

-
High impact on Itf-N 

-
Potential for incompatibility with other vendor’s DM

3.1.3 DM Centric without Itf-P2P

This architecture is similar to the previous one but here the Itf P2P is not used. In order to mimic the function of the Itf P2P, the NM will act as a relay and proxy function. Relay in case reconfiguration needs to be triggered and proxy in case of data exchange (see also the border object above).  
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Figure 3.1.3-1:: DM Centric Architecture with NM as Relay and/or Proxy

As with the option of using the Itf-P2P here also the impact on the interfaces and standardization is high. 

· Itf-N

· As with the Itf-P2P option new IRPs need to be defined and existing IRP need to be extended. 

· The exchange and synchronization of data about vendor border need to be done on the Itf-N, where the NM will act as proxy. 

· On the Itf Nb one DM needs to be able to trigger and monitor a reconfiguration in a another DM – possibly of another vendor -, where the NM will act as relay. 

· Itf-P2P

· Not used

· X2

· Not used 

The advantage of this architecture option compare to the previous one is that there is no need to set up the Itf P2P. On the other hand the impacts are moved to the Itf-N and the one needs to able to rely on the fact that the NM system will provide the needed relay and proxy function. The solution is dependent not only on another vendor’s DM capabilities, but also on the NM capabilities. 
Pro and cons of this architecture option:

+
Scalability

-
Highly complex interactions (coordination) in between the management layers

-
High impact on Itf-N 

-
Potential for incompatibility with other vendor’s DM and NM
3.1.4 NM Centric 

In this architectural option the ARCF is situated on the NM. So doing the algorithm execution and coordination will run on a central entity. 
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Figure 3.1.4-1: NM Centric Architecture
In this architecture option the impacts on interfaces and standardization is relatively limited. 

· Itf-N
· Some additional information exchange needs be defined in order to support the self-configuration process. 

· No new IRPs need to be defined. 

· Existing IRPs need to be extended with additional attributes, measurements, notifications, etc. in order to support the self-configuration process. 

For example one can realize the automatic detection of a new eNB and the auto-discovery of the HW configuration of that new eNB. 

· Itf P2P

· Not needed

· X2 interface

· Not needed

Pro and cons of this architecture option:

+
Simplicity (handling of network wide inputs, coordination, very well known architecture, predictable behavior, etc.) 

+ 
Flexible to changes 

+
Relative low impact on the Itf-N (and relative low dependencies on other vendor equipment)

-

Single point of failure, scalability, etc. 
3.1.5 General considerations on ARCF architecture options
In general following characteristics of the ARCF can be observed:

· input parameters are required with a multiple cell scope and even a multi-vendor domain scope
· input parameters need to be collected from different sources and integrated: off-line planning, operator settings, installation measurements, HW configuration, site surveys, topology & state information.  

· coordination between multiple NE: reconfiguration of already operational cells and the move to the operational state of new cells,

· limited scalability requirement: only executed at eNodeB/ cell insertion time (up to a few thousand nodes)
· performance (w.r.t. response time) not that critical:

· execution of those algorithms is only a small part of the overall self-configuration process including auto-connectivity, self-testing, SW download etc.

· reconfiguration of operational cells might need to be scheduled at low traffic hours anyway.

Given those characteristics, a centralized execution and coordination of the algorithms is easiest to realize. None of the evaluated requirements would justify a highly complex eNodeB centric solution (neighbor self-discovery mechanism needed, race conditions with centralized functions, communication overhead, distributed coordination, multi-vendor incompatibilities etc.).

Locating the complete algorithm on the NM is the least complex solution for cases where a view of the total or a significant part of the network is needed for the calculation of a parameter. 
A DM based solution would be possible where the only the data of one or few neighbour cells is needed.
From this point of view – li.e. the range of cells involved to determine a parameter value – the following location of the ARCF would be possible for the parameter descriptions listed in [2]. 
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Figure3.1.5-1: Possible ARCF location based on range of involved cells
Figure 3.1.5-1 indicates that for the majority of parameters the NM is the suitable place. Splitting up the ARCF on DM+NM in a kind of hybrid solution seems not be be justified. Especially this would require coordination between the two parts of the ARCF and require a strictly defined sequence of activities of the two parts (e.g. NRT is needed before cell resection parameters, etc.). Such a sequential chain of functions would increase complexity, which seems not to be justifiable.

3.1.6 One conclusion for ARCF architecture 

From the above considerations the following conclusion is made:

In all architecture options a part of the ARCF resides in the NM level.
3.2 Relation of ARCF to other SON functions

Inserting a new eNB significantly affects the radio environment of adjacent eNBs. Therefore SON activities involving these eNBs should pause when ARCF is preparing the inclusion of a new eNB into the network, e.g. until the newly inserted eNB becomes operational.

3.3
Re-configuration of Already Operational eNodeBs/Cells

The insertion of a new eNodeB/cell in the operational network can cause a necessary reconfiguration of already operational eNodeBs/cells. This reconfiguration of operational eNodeBs/cells and the move to the operational state of the new eNodeB/cell(s) need to be done in a coordinated manner. As the reconfiguration can lead to service interrupts an operator might want to schedule this in low traffic hour. 

Coordination and scheduling of these activities are not regarded as subject to standardization.
3.4
Inputs for the ARCF
The automatic radio configuration process on the one hand relies on inputs which are already defined in the NRMs; on the other hand additional new inputs are needed. A typical example is that traditional inputs for the offline planning need to be moved to the ARCF. 

Here are some examples for such inputs:

3.4.1
Equipment Parameters 

These parameters describe of the newly installed eNB, like the HW configuration, the type and manufacturer of the different HW components and related properties like the antenna gain or power amplifier limitations. 

3.4.2
Installation Measurements

These are measurements done when installing the eNB, either done automatically or manually by the installer. The measurements can be either stored on site in the eNB or in some central repository. Typical examples are the geo-location and the feeder loss. 

3.4.3
Site and Environment Parameters

The parameters group of parameter collects site and environmental properties of the site where the eNodeB is installed. Typical examples are the site id and the clutter type. A digital surface map may be useful in this context. 

3.4.4
Network Topology, State and Performance Data
These data inform the ARCF about the current topology, state and performance of the network. These inputs are essential in the incremental network growth scenario. 

3.4.5
General Configuration Parameters

These include configuration parameters of the new cell, but also of already operational cells in the network. 
For the new cell these are typically configuration parameters which are set in the auto-commissioning phase prior to the ARCF, like the frequency band, channel bandwidth, etc. 

3.4.6
Operator Inputs

Inputs the remote commissioner provides in order to control the self-configuration process. This can be as simple as value ranges for certain parameters and as complicated as configuration policy rules. 

3.3 Conclusion

Base on the above considerations the following additions to 32.501 are proposed:
4
Detailed proposal

	Begin of modifications in TS 32.501


5.1
Self- Configuration of eNodeB’s

REQ_SCMAN_CON_1 
The actor on NM level shall be able to manage the self-configuration process.

REQ_SCMON_CON_1 
The actor on NM level shall be able to monitor the execution of the self-configuration process.

REQ_SCMON_CON_2 
To support the monitoring of the execution of the self-configuration process, existing capabilities shall be reused as much as possible.

REQ_SCSW_CON_1
 
The software download, installation, activation and fallback should be automated as much as possible so that no or only minimal manual intervention is required.

REQ_SCSW_CON_1
 
see REQ_SW_CON_4
REQ_SCSW_CON_2
 
see REQ_SW_CON_2
REQ_SCOCE__CON_1
 The OAM connectivity (incl. the IP address allocation) should be established in a fully automated manner.

REQ_SCOCE_CON_2
 The amount of parameters that needs to be preconfigured should be minimized.

REQ_SCIU_CON_1 
Inventory information about the new equipment shall be reported to the actor at NM level as part of the self-configuration process.

REQ_SCIU_CON_2 
Inventory information shall be made available to the IRPManager reusing existing capabilities as much as possible.

REQ_SCRCD_CON_1 
The radio configuration data shall be made available to the eNodeB as part of the self-configuration process.

REQ_SCTCD_CON_1 
The transport configuration data shall be made available to the eNodeB as part of the self-configuration process.

REQ_SCCPLSU_CON_1 
X2- and S1-interfaces shall be set up as part of the self-configuration process, based on the radio configuration, the transport configuration and Neighbour cell Relation information made available to the eNodeB.

Note: If there is no Neighbour cell Relation information provided, then no X2 interface is set up as part of the self-configuration process.

REQ_ARCF_CON_1 
SON activities should pause when ARCF is preparing the inclusion of a new eNB into the network.
	Next modifications


6.5
Requirements

6.5.1
Automatic Radio Network Configuration Data Preparation

REQ_ARCF_FUN_1 
The IRPAgent should pause relevant SON activities while ARCF is preparing the inclusion of a new eNB into the network..
	Next modifications


6.5.2.6
Automatic Radio Configuration Function (ARCF)

6.5.2.6.1
Parameters for ARCF
The following parameters are subject to the ARCF:
	Short name of parameter
	Definition
	Required coordination
	Values, further comments

	eNbName
	eNodeB name (TS 36.413)
	Unique in context of PLMN
	OCTET STRING

	EGCI
	E-UTRAN Global Cell id (TS 36.300)
	Unique in context of PLMN; component local cell Id needs to be unique in context of eNB
	

	PHY-CID
	Physical cell identity (TS 36.331)
	Collision and confusion free.
	0..503
When changing this parameter a cell shutdown is needed, hence this will cause a service interruption. Therefore the number of reconfigured cells should be kept to a minimum

	PrachRootSeqIndex
	PRACH Root Sequence Index
	A Root Sequence Index is broadcasted by the eNB to support the UE in calculating the PRACH preamble. Needs to be collision free.
	A reconfiguration of the PrachRootSeqIndex will cause a cell to be shutdown and so it leads to service interruptions.

	Q-RxLevMin
	Minimum required receiver level in the cell in dBm
	Needs to be aligned with neighbor cells to fulfill operator policies regarding inter-RAT cell re-selection.
Other parameters in the same context:
threshX-high
threshX-low
	-70..-22 (see TS36.331)

	ThreshX-high
	Threshold to reselect towards a higher priority RAT.
	See Q-RxLevMin
	

	ThreshX-low
	Threshold to reselect towards a lower priority RAT
	Q-RxLevMin
	

	MaxTxPower
	TS 36.104
	Needs to be aligned with neighbor cells to fulfill operator policies like allowed coverage overlap, maximum cell radius etc.

To be determined together with antenna azimuth and tilt
	

	AntennaAzimuth
	
	See MaxTxPower
	

	AntennaTilt
	
	See MaxTxPower
	

	NRT
	Neighbor Relationship Table 
	Relationships to neighbor cells need to be set-up according to operator policies.
	This primary Neighbor Relationship Table is needed, because ANR only works when eNB/cell is operational.
This parameter is subject to Automated Radio Configuration Generation especially if ANR is turned off.

	TAC
	Tracking Area Code
	TAC assigned to new eNB must not be used in another MME pool area than the one of the new eNB. 
	Changing TAC will cause a cell to shutdown and so it leads to service interruptions.

	q-OffSetCell


	Qoffset s,n
36.304
36.331
	The measured reference signal received power (RSRP) of the target cell is lowered with this offset in the cell ranking criteria. The Qoffsets,n is defined target cell specific. It has influence on cell reselection and therefore needs alignment with counterpart at target cell.
	dB-24 .. dB24 / step 2 dB


Table 6.5.2.6.1-1
6.5.2.6.2
Input data for ARCF
The following table shows the input data used by the ARCF:
	Data
	Source (e.g. planning data, topology data etc.) 
	Comments (reference to NRM, if available)

	FFS
	
	


Table 6.5.2.6.2-1

	End of modifications
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