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1. Intent

Current discussion in HNB – HMS Type-1 Management Interface work identifies two methods for HNB to report alarms to HMS.  One is the near real time RPC Reporting method.  The other is the Periodic Reporting method.  This document compares the two methods (in response to request made during the January SA5 #62Bis meeting) and makes a concluding remark.
2. Mechanics of the two methods

This is a summary of the functions needed for the two methods.  
	
	Functions
	RPC report method
	Periodic report method

	A
	Data Structures maintained by HNB
	1. Alarm List

2. Alarm History

3. Pending Delivery Q
	1.Log (circular buffer, self managed)

	B
	Transfer mechanisms needed
	1. Periodic upload of logged records using FTP. 

2. RPC – HMS selective reading
3. RPC – HMS selective purging records in Data Structures

4. RPC – HNB notifying HMS in near real time
	1. Periodic upload of logged records using FTP.

2. RPC – HMS bulk reading



	C
	Management control mechanism needed
	1. Enable/Disable Event Forwarder

2. Throttle RPC (to regulate rate of near real time alarms sent to HMS)
3. Forwarder control, including HMS control of the period of the upload of logged records using FTP.
4. HMS can categorize alarms into 4 bins: Expedited, Queued, Logged, Disabled (discarded)
	1. Enable/Disable Periodic Reporting

2. HMS control the period of the upload of logged 


3. Comparison

3.1
Complexity of NHB implementation

3.1.1 Alarm List (A.1 of RPC Report method in section 2 Table)

The specification and implementation is complex since

· HNB needs to ‘match’ alarm-raised, alarm-changed and alarm-cleared, e.g. an alarm-raised with corresponding alarm-changed would have one entry in Alarm List.  An alarm-raised with corresponding alarm-cleared would not have an entry in the Alarm List.  Because of this ‘matching’ requirement, HNB then must support the use of alarm-cleared.  If for some reason (e.g. HNB was so designed or HNB fault is fixed and HNB does not remember its past and emit an alarm-cleared), the HNB only emits alarm-raised and no corresponding alarm-cleared, then entries in the Alarm List would stay.  That would require HMS attention to purge these kinds of entries.    

· HNB needs to guard against HMS purging its entries while new alarms (raised, changed, cleared) are being processed for entry into Alarm List.

In addition, there is no obvious Use Case that justifies the use of such data structure.  For example, it should be necessary and sufficient that HMS has copy of the alarms and HMS can determine by itself if the alarms has been cleared or not.  

HMS use of this data structure means same information may or may not appear in multiple data structures.  To take care of such case, HMS programming is complex (compared to use of Periodic Report method).  For example, HMS needs to make an arbitrary decision in case it finds an entry in this data structure but could not find the corresponding entry in Alarm History or not it in Pending Delivery Q or in some other combinations.
3.1.2
Alarm History (A.1 of RPC Report method in section 2 Table)

This is similar, in complexity, to A.1 of Periodic Report method in section 2 Table with one exception.  The Alarm History needs to support a purge capability allowing HMS to purge Alarm History entries.  In Periodic Report method case, the proposal is that the Log is a circular buffer and new entries will over-write old entries when buffer is full.  There is no need to support a purge capability.
3.1.3
Pending Delivery Q (A.1 of RPC Report method in section 2 Table)

We would not be able to access the complexity of this capability since the description of it remains unclear.  We are not sure of a) its relation to the Expedited alarm queue b) the meaning or the need that HMS can read/purge entry in this queue.  We understood from the BBF Data model that HMS cannot read entries in the Expedited queue, so we do not see why HMS need to support a capability for HMS to read entry in this Pending Delivery Q given that the link between HMS and HNB is not guaranteed to be up 100% of the time and that entries can be accumulated in the Expedited Q.
3.1.4
Throttle RPC (C.2 of RPC Report method in section 2 Table)

This capability is to regulate the rate of alarm emission towards HMS.  This capability is necessary when RPC Report method is used.  This is to guard against flooding of HMS with alarms during alarm storm.  This throttle implementation is complex because it is no longer “emit as soon as possible” but rather “emit as soon as possible but not faster than Y alarms per X seconds”.  In addition, from the draft specification thus far, we fail to understand if the rate is applicable to both Expedited and Pending Delivery Q as one queue or applicable to them separately.  Implementation complexity would differ and is dependent on the understanding.
3.1.5
Forwarder Control (C.3 of RPC Report method in Section 2 Table)

The Forwarder Control can identify alarms to be processed in four different ways: placed in expedited Q (i.e. sent as soon as possible); placed in Alarm History (log), placed in Pending Delivery Q and to be discarded.

In the Periodic Report method, a simpler mechanism is used.  It identifies alarms to be processed in two different ways: placed in Log (to be periodically reported) and to be discarded.  Note that the Log here is very similar to Alarm History of the RPC Report method.
3.2
Complexity of HMS implementation
3.2.1
Configuration parameters

In RPC Report method, HMS has to manage the three data structures (see A.1 of RPC Report method in Section 2 Table).  It needs to remember, for each HNB, the settings of over 20 configuration parameters.  To further complicate matters, the parameter settings may have side-effects (on settings of other parameters).  The inter-relationship among various configuration parameters is not clear.  We need further investigation in this area.
The Periodic Report method uses only one data structure, i.e. the Log.  HMS has access to only this data structure.  The number of configuration parameters that requires HMS attention (~6) is far smaller than those (~20) required in RPC Report method.  The parameters have no side-effect.
3.2.2
Data Structure maintenance

In RPC Report method, HMS needs to periodically examine the three data structures and execute purging operation when necessary.  The data structures are not self managed.  

In Periodic Report method, the lone data structure, i.e. Log, is self-managed that requires no attention of HMS.  
3.3
Feasibility

A question was raised if there is a study that demonstrates the Periodic Report method can work well (e.g. no loss of alarms that need to be sent to HMS) in the HMS-HNB Type-1 Interface environment.  The following is our response to this enquiry.

Given a particular network configuration of HMSs, their managed HNBs and their link characteristics; and given a particular HNBs alarm emitting characteristics, e.g. number of alarms that needs to be sent to HMS per second, 

1. The Periodic Report method would work if RPC Report method works and 

2. The Periodic Report method may fail if RPC Report method would fail.

Our observation is based on the fact that the rate of alarms generated by HNB is the same in both methods.  The delay of the arrival of those alarms (e.g. alarm-A would arrive 5 minutes earlier in RPC Report method compared to Periodic Report method) has nothing to do with the question at hand. 
3.4
Support of Use Cases

If HMS sets the period to be 5 minutes in the Periodic Report method, the maximum possible delay for HMS to receive an alarm, when compared to RPC Report method, is 5 minutes.  

This is an extreme scenario that requires two assumptions to be valid.

· RPC Report method has no delay, i.e. can emit successfully, e.g. the link is available between HMS and HNB, as soon as alarm is detected

· Periodic Report method has just begun its 5-minutes cycle when the alarm is detected.
But let us assume the two assumptions are valid and that Periodic Report method has a delay of 5 minutes for every alarm that HMS needs to receive.

This section intends to demonstrate Use Cases where a “delay of 5 minutes” would matter in the intended commercial network environment.

1. A claim has been made that use of RPC Report method is needed to support Premium customer who has SLA agreement with operator.  This claim stipulates that alarm delay of 5 minutes could not support these Premium customers.  
SLA is a negotiated contractual agreement between operator and the Premium customer.  Technical metrics commonly found in SLA are uptime, power uptime, scheduled maintenance windows metrics etc.  Penalty clauses associated with SLA normally are written in time unit of hour (e.g. downtime more than 4 hours) not seconds.  Our observation of alarm delay of 5 minutes would introduce insignificance difference in supporting or not supporting SLA.
2. A claim has been made that using RPC Report method, the Help Desk personal would have seen the alarm 5 minutes earlier (compared to using Periodic Report method) and therefore, can respond in a pro-active way when the Premium customer calls for help.
Our observation is that this claim is valid if and only if the Premium customer will actually call the Help Desk within 5 minutes of the fault event.  We do not expect such behaviour.  We expect the troubled customer would try again or conduct self check before actually calling Help Desk.  A maximum of 5 minutes alarm delay would not introduce significant difference in Premium customer perception of Help Desk performance.

One observation can be made here in that using the RPC Report method, operator can begin investigation of the reported alarm 5 minutes ahead (compared to the use of Periodic Report method).  This observation is correct.  Our comment here is whether the reduction of fault resolution task by 5 minutes maximum would make any significant difference, e.g. violate SLA, change customer perception of the service.

One observation can be made here that using RPC Report method, the operator can have the information readily available when the customer calls.  Our comment here is that if the call is 5 minutes after the fault is detected, the operator would have the information readily available locally; else the information is readily available remotely, i.e. in HNB. 
3. A claim has been made that using Periodic Report method, a delay of 5-minutes for HMS to receive an alarm, could mean life-and-death of a patient supported by some Health Care or medical related application utilizing HNB technology.
We agree with this claim.  However, we would also extend such claim for the case of RPC Report method.  Because there is no guarantee that the link between HNB and HMS is up all the time, using RPC Report method is no guarantee that the Health Care or medical related application can receive alarms without delay.  Our observation here is that, not only both methods are not suitable to support such applications, but the promotion of RPC Report method would create an unrealistic expectation that is potentially deadly for the customers.
4. Concluding Remarks
Given
a. The complexity of specification and implementation for both HMS and HNB using RPC Report method;
b. The cost of implementation, maintenance and testing of the complex RPC Report method;
c. The non-existence of realistic Use Cases that justify the use of the complex RPC Report method;

d. The need to drive the cost of HMS/HNB down for market acceptance;
we recommend SA5 members to standardize Periodic Report method only.

