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Decision/action requested

Discuss and conclude on Recommendations outlined in Section 3
2
References

Current SA5 email discussions on this topic
3
Proposal
Connection request (CR) is a feature of TR-069
 which allows an Auto Configuration Server (ACS) to make a request that a managed device connect to it.  This feature is necessary in Femto deployments in order to establish a management session between HNB and HMS (ACS).  3GPP needs to provide guidelines for how TR-069 CR should be used in the Femto deployments in light of the presence of IP Sec tunnel and HNB-GW.   
This proposal provides:

· background for the discussion of use-cases outlined in 32.821

· discussion and recommendations for TR-069 connection request in Femto context

· discussion of IP address stability issue and analysis of alternative solutions
· details for connection requests via HNB-GW compatible with TR-069

TR-069 Connection Request Mechanisms

TR-069 sessions are always initiated by the CPE (HNB) to the ACS (HMS).  The CR mechanism allows ACS to signal to the CPE that it wants it to establish a session with the ACS.   TR-069 defines two mechanisms for CR:

· HTTP-based (section 3.2.2):  This mechanism is required for CPE support and uses HTTP GET with digest
 authentication.  Requires a routable IP address to HNB and provisioning of authentication credentials on CPE and back-end.  


· STUN-based mechanism (Annex G):    This is a relatively new and optional mechanism, which uses an adaptation of STUN protocol.  The CPE must constantly send STUN UDP packets in order to keep NAT holes open.  The ACS can then make CRs via the STUN server.  
The STUN-based mechanism is not well suited to Femto deployments.  It introduces unnecessary traffic, extra management infrastructure and is not widely implemented by CPE / ACS vendors.  Considering that an IPSec tunnel is required in Femto solutions, it is quite unnecessary to add the overhead of STUN.  As such, this contribution does not consider the STUN-based mechanism. 

The basic HTTP-based mechanism is simple and should be leveraged.  However, it has certain limitations which should be addressed for Femto deployments.  It requires use of digest authentication, which introduces extra provisioning/management overhead.  It can also result in an excessive number of updates to the ACS for HNB IP address changes.  The load of such updates should be considered and can be avoided completely in a carefully designed architecture.  This contribution will further discuss this issue and propose a number of complimentary solutions. 

Connection Request Target IP Address

Regardless of the CR mechanism used, TR-069 specifies that the ACS (HMS) learns the CR URL (ConnectionRequestURL
) value from the CPE (HNB).  In the case of connection request done via IPSec tunnel, the HMS would learn the CR URL from HNB as depicted in Figure 1. 
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Figure 1 – IP update after tunnel is up

Issue:  The HNB must be required to construct the CR URL based on the IP address obtained via IKE / IPSec and not the “outer” IP address it got from the ISP or from a local Residential Gateway (RG).  This concept does not currently exist in TR-069 and needs to specifically required.  
Recommendation #1:  Add an explicit requirement for HNB devices to construct CR URL based on  the IPSec tunnel IP address.    
Connection Request via SeGW

The basic connection request flow could involve HMS sending an HTTP GET request to the HNB via the IP Sec IP address.  HMS previously learned this IP address from HNB via CR URL parameter in TR-069 Inform.  The representative flow is depicted in Figure 2.
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Figure 2 – Connection Request via SeGW

Issue:  TR-069 requires CPE to perform HTTP Digest authentication (section 3.2.2) for connection requests, requiring the ACS to configure credentials on each CPE.  This is probably meaningless when done over an IP Sec tunnel.   While it is possible for HMS to provision the same credentials into all HNBs and thus avoid having to manage credentials, it is not a clean solution.  
Proposed Solution:  Make a provision to relax TR-069 HTTP digest requirements for HNB devices and require that no HTTP challenge is issued by the CPE when receiving a CR over IPsec tunnel.  This can either be handled as merely a verbal requirement or by virtue of introducing a TR-069 configuration parameter on HNB, such that HMS can disable any HTTP challenges.  
Recommendation #2:  Adopt the basic connection request mechanism via SeGW, but add a provision to eliminate HTTP authentication.  This mechanism is the closest to the basic TR-069 flow and requires no changes in HMS implementing TR-069 or on standard SeGW.  However, in our view this mechanism alone is not sufficient and the subsequent sections make recommendations for additional provisions which could be defined as optional in the standard.  
IP Sec Address Stability

With IPSec, the HNB can to have a routable IP address, reachable from the HMS for the duration of the IPSec session
.  However, stability of IP Sec addresses must be considered.  Whenever the tunnel is re-established if no special provisions are made, HNB will likely receive a different IP address.  This requires an update of CR URL to the HMS.  The rate of such updates can be significant and HMS ends up entangled with address management. 
The new IP Sec tunnel will be established under the following conditions:

1. Reboot of HNB by user

2. Mass reboot of HNBs due to neighbourhood power outage

3. Intermittent connectivity loss due to network issue at ISP or Femto SP
4. Connectivity interruption due to ISP policy for RG such as:

a. mandatory IP address shuffling upon DHCP lease renew

b. PPP session time out on RG after a maximum period or 

Case #4 is a particular concern because Femto SP may not control the RG.  In some ISP environments, the tunnel will not be stable due to a deliberate DSL modem’s PPP session time out. Some ISPs also implement deliberate IP address shuffling feature in order to prevent customers from running web-servers without paying extra.  For example, some cable providers deploy a DHCP feature which shuffles IP addresses on DHCP renew. A given Femto deployment may span a footprint of many different ISPs – each with their own policies. 
This can result in very frequent tunnel IP address changes – several times a day per device.  With 10 million devices in deployment and 10 updates per device, the total number of updates to the ACS would be 1160/sec, all requiring database updates.  If devices reconnect more often (which is possible) this number would be even greater.  An avalanche of new tunnel set-ups due to neighbourhood power outage will also cause additional strain.  While the HMS is likely to be a farm of servers, deploying extra hardware to accommodate this load is far from ideal given that the updates can be completely eliminated.

Issue #3:  Due to potentially unstable IP Sec address, an unnecessary load of CR URL updates is introduced on HMS.  

The solutions to this problem fall into two categories:

1. Make IP Sec addresses stable

a. Use static IP address lease reservations for 100% stability
b. Use preferred-address approach for best-effort stability
2. Eliminate HMS dependency on learning about every IP Sec address change

a. Use Dynamic DNS to keep track of changing IP addresses

b. Make connection requests via HNB-GW and its Iu-h protocol (HNBAP) to HNB
The next sections provide analysis of these alternatives and our recommendations. 

Solution #1 - IP Address Reservations
This approach assumes that when a new HNB is registered with the HMS, a static IP address is allocated for the device. The provisioning system (HMS or other) must make a dynamic request for a static IP address reservation at the entity which performs address allocation (SeGW, RADIUS or DHCP).  Subsequently, whenever a given HNB establishes an IP Sec tunnel it will be given its unique reserved IP address.  
Analysis:  This solution definitely solves IP address stability.  However, it has several major drawbacks:

1. It requires proprietary interface from automated provisioning system to the entity where IP address reservations are made.  Without such standard, 3GPP deployments will lack standardization in the key area. 
2. It requires management of millions of IP address reservations which is a significant overhead. 
3. It requires provisioning system to be involved in IP address management which couples it with IP address management system.  This is undesirable. 
4. It requires that provisioning of IP addresses is done in a way that allows addresses to be routed from HMS to the proper SecGW.  This means that static IP addresses must be assigned from pools associated with routes to specific SeGW.  You can’t have IP addresses assigned from a single pool because this won’t allow proper routing from HMS to the correct SeGW. 
5. Millions of static IP addresses make it harder to perform network management tasks such as renumbering, which is a typical use-case due to growth of customer base or network evolution.  
Conclusion: In our view, this solution is highly undesirable and should not be viewed as a viable solution to the problem of IP address stability on a mass scale in Femto context. 

Solution #2 – Sticky IP Addresses

This solution requires SeGW to ensure that IP address assignment to HNBs are sticky, such that when HNB re-established the tunnel it ends up receiving the same IP address.  In case of SeGW allocating IP addresses from the local pool, this responsibility would fall on the SeGW itself.  In case of SeGW retrieving IP addresses from RADIUS or DHCP, it would require special provisions to accomplish the same. The solution assumes that whichever way the SeGW accomplishes the task, it should provide stickiness of IP addresses. 
Analysis: We can assume that SeGW will have sufficient address pool to provide a unique IP address to all devices that may contact it.  The advantages of this solution are:

1. It allows for a variety of mechanisms to ensure IP address stability
2. It can be leveraged in both in UMTS and LTE Femto deployments

3. It does not require introduction of any new management interfaces, although special features on SeGW and RADIUS/DHCP may be needed in case of using these servers for address allocation in order to meet the requirement. 
The disadvantages of this solution are as follows:

1. This solution won’t provide complete address stability when HNB fails over from one SeGW to another due to SeGW failure or overload (unless complex state synchronization is introduced across them). 

2. This solution won’t provide complete address stability when HNB fails over from one SeGW to another due to time out of sticky load balancing which is responsible for directing the same HNB to the same SeGW.  

3. This solution requires SeGW to maintain additional state and introduce new logic.  The same is true for HNB. 
4. This solution leaves HMS slightly vulnerable to contacting the wrong device in case the IP address gets assigned to the a new HNB [B], but the original HNB [A] went offline and did not update HMS.  In this case, if HMS attempts to make connection request to the HNB A, it will end up making connection request to HNB B.  The likelihood of this is small, but this is still undesirable. 

Recommendation #3:  We recommend that the standard require IP address stability on the part of SeGW without dictating how this is accomplished.  SeGW should be allowed to violate the stickiness requirement is the system is oversubscribed (address pool is too small), for cases of failover across SeGW, and for cases of changes to the address pools (administrative changes).
Solution #3 – HNB-Assisted Sticky IP Address
This solution depends on SeGW provide IP address stickiness like described in solution #2, but it makes an additional provisions on how HNB uses of IKE.  Specifically, HNB would be required to persist the last IP address it received through the tunnel and then request it during IKE exchange with the SeGW whenever the tunnel is re-established.  SeGW can then make best effort to honour the request.  This provision makes it easier for SeGW to meet the IP address stickiness requirement.  
More specifically, this solution would entail HNB requesting its previous IP address via IKEv2 in configuration payload of IKE_SA_AUTH request message.  The configuration payload attributes for IP address are defined in section 3.15 of IKEv2 RFC 4306. 
Analysis:  This solution has the same advantages as Solution #2, plus:

1. It requires SeGW to maintain less state in order to address the stickiness requirement; this means less complexity in implementation and easier scaling
2. This solution is more resilient to cases of server state lost
3. The concept of client-assisted IP address renew is well established in several protocols and is part of internet backbone with DHCP
This solution has the same advantages as Solution #2, plus:

1. It requires a little bit of extra logic on HNB to persist the last IP address and provide it in IKE request
Conclusion:  We believe that this solution places very little burden on HNB, but affords easier scaling and rebustness for SeGW.  Therefore, it should be recommended.  
Recommendation #4:  Require HNB to request the last used IP address by HNB in the IKEv2 configuration payload of message IKE-SA-AUTH. 
Solution #4 – Dynamic DNS

This solution requires the entity which assigns the IP addresses to perform a dynamic update to DNS server via a protocol like IETF RFC 2136.  The flow would then look as depicted in Figure 3.
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Figure 3 – DNS Update + Connection Request

There are several schemes that can be used for identification of device in the FQDN. Their description is omitted for this discussion. 
Analysis:  The advantages of this approach are:
1. It is based on existing standards for DNS and DNS Update, and is deployed today in certain domains
2. It may not require changes to TR-069 HMS if it can already handle CR URL with FQDN
3. It allows entities other than HMS to contact HNB via tunnel

The disadvantages of this approach are:

1. It requires additional infrastructure of DNS servers capable of dynamic updates (with associated replication for redundancy, etc).
2. It requires DNS Update functionality on SeGW or the entity that SeGW uses to assign IP addresses such as RADIUS or DHCP server. 

3. The solution does not really solve the problem of IP address updates, it just shifts it from HMS to DNS.  

Conclusion:  We assume that there is currently no use case for entities other than HMS to initiate connections to HNB.  In that case, the major advantage of this solution is irrelevant.  Unless this assumption is wrong, the additional infrastructure required for this solution is a major drawback.  Therefore, we do no believe that this solution should be required in the standard or be considered as a universal solution for IP address stability issue.  This solution is not precluded, but would likely not be desirable in many UMTS Femto deployments.  
Solution #4 - Connection Request via HNB-GW

This solution completely isolates HNB-GW from the issue of IP address stability.  It leverages the existing persistent connection that HNB has with HNB-GW.  HMS makes connection requests to HNB-GW instead of directly to HNB.  HNB-GW, in turn, uses its existing signalling protocol over Lu-h (such as HNBAP) to signal HNB to make a connection request to its HMS. The flow is depicted in Figure 3. 
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Figure 4 – Connection Request via HNB-GW
The interface between HMS and HNB-GW is a simple HTTP GET with URL, no payload and no authentication.  The URL contains the HNB ID, allowing HNB-GW to send the connection request to HNB via HNBAP. The HTTP connection is not persistent per TR-069 convention.
This solution can be designed in a way which does not require any changes to HMS already implementing TR-069 because HMS does not have to be aware that connection request goes to HNB-GW instead of HNB.  It can still discover the CR URL from HNB, except HNB would provide a URL which points HMS to the HNB-GW.  HMS persists this URL once and does not get updates because HNB-GW IP address does not change. 
Analysis: This solution isolates HMS from dealing with IP Sec tunnel addresses by using HNB-GW IP address in the CR URL instead of HNB IP Sec tunnel IP address. This means that CR URL never changes as a result of IP Sec tunnel receiving a new IP address. 

This solution has the following advantages:

1. Completely eliminates the CR URL updates to HMS due to tunnel going up and down, including a flood of potential updates after power outage
2. Eliminates the need to manage IP Sec address stability.  The address can change without adverse impact.

3. It works in all cases includes HNB failover between SeGW, network renumbering, etc. 

4. Requires no change to standard TR-069 HMS.
5. Leverages standard protocols such as HNBAP.
6. Very simple to implement on HNB-GW
The drawbacks are as follows:

1. It requires additional HTTP interface on HNB-GW, even though it is trivial

2. The HNB-GW is optional in LTE. In such cases, a different proxy with established signalling mechanism to HNB may need to be used such as MME, S-GW, P-GW, etc. 
In our final analysis, this solution is very desirable because it completely solves the IP address stability issue by shielding HMS from having to track IP Sec tunnel IP addresses.  It requires very trivial implementation and simple definition.  It also allows ACS vendors to leverage their TR-069 HMS unchanged.  The real deciding factor in favour of this solution is that no other alternative that was analysed in this document provides a complete solution without some holes.  
Recommendation #5: We propose adopting connection request mechanism via HNB-GW in the standard.  If recommendations #3 and #4 are adopted, then this solution could be specified as optional.  Otherwise, we propose for it to be required.  
Conclusion

In summary, this contribution provides the following recommendations:
Recommendation #1:  Add an explicit requirement for HNB devices to construct CR URL based on  the IPSec tunnel IP address.    

Recommendation #2:  Adopt the basic connection request mechanism via SeGW, but add a provision to eliminate HTTP authentication.  
Recommendation #3:  Require IP address stability on the part of SeGW without dictating how this is accomplished.  SeGW should be allowed to violate the stickiness requirement is the system is oversubscribed (address pool is too small), for cases of failover across SeGW, and for cases of changes to the address pools (administrative changes).

Recommendation #4:  Require HNB to request the last used IP address by HNB in the IKEv2 configuration payload of message IKE-SA-AUTH. 

Recommendation #5: Adopting connection request mechanism via HNB-GW in the standard.  If recommendations #3 and #4 are adopted, then this solution could be specified as optional.  Otherwise, we propose for it to be required.  

� � HYPERLINK "http://www.broadband-forum.org/technical/download/TR-069Amendment2.pdf" ��http://www.broadband-forum.org/technical/download/TR-069Amendment2.pdf�


� � HYPERLINK "http://www.rfc-editor.org/cgi-bin/rfcdoctype.pl?loc=RFC&letsgo=2617&type=http&file_format=txt" ��http://www.rfc-editor.org/cgi-bin/rfcdoctype.pl?loc=RFC&letsgo=2617&type=http&file_format=txt�


� � HYPERLINK "http://www.broadband-forum.org/technical/download/TR-106%20Amendment%201.pdf" ��http://www.broadband-forum.org/technical/download/TR-106%20Amendment%201.pdf�


� In case of overlapping address pools on different SeGW, one would need to make sure that a specific instance of HMS has a route to the correct SeGW.  This means that once instance of HMS can not manage HNB with overlapping addresses, but an set of HMS server can. 
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