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1
Decision/action requested
Discuss the RAN2 LS and agree on outline of response.  Huawei will then draft the LS response.
2
Discussion
2.1 Q1: cell PDCP SDU bit-rate
The LS asks:  Q1 ”Can these measurements be regarded to be L3 measurements, on IP level, and captured only in SA5 specification?  Or there is a particular benefit in defining these measurements to be L2 measurements?”
2.1.1
Downlink

There are two choices here for formulating the measurements.

Choice 1: measure ingress rate of IP packets (in bit/s) into the eNodeB.  This could be regarded as a layer 3 measurement and would not need a 36.314 definition.  It is a simple low complexity measurement.

Choice 2: accurately measure the rate of successfully delivered IP packets.  This is the intent of the measurement existing in 36.314.  This adds two new aspects over choice 1:

· Assessment of when a packet has been delivered (and all context has been removed from the eNodeB for the packet and any child PDUs)

· Assessment of if the packet was successfully delivered.

In order to perform these assessments the different sub-layers in layer 2 are involved.  One proposal discussed in RAN2 last week starts with the successful HARQ acknowledgement of a MAC PDU, then looks at the RLC PDUs carried by this PDU, and then looks at which part(s) of a PDCP SDU have been acknowledged.  By repeating this procedure for every MAC PDU that is acked, the layer 2 can gradually “tick-off” bits within each PDCP SDU until it recognises that all the bits have been acknowledged.  The bit-rate is then calculated by taking the sum of the PDCP SDU bits successfully acknowledged and dividing by the time duration.  This ignores any ACK/NACK errors within the HARQ, but these should be minor.  These could be accommodated with greater complexity, of course.
What do we expect the deficiencies to be from choice 1 relative to choice 2 ?  
Packet delivery timing

Lets assume that an arriving packet to the eNodeB is buffered for up to 1s or is discarded.  Note that the maximum packet delay budget in the current QCI table is only 300ms so even the most delay tolerant services would not expect packets to be held for longer than 1 second.  If the measurement period is say 5 minutes , 300s, then we would expect the vast majority of packets over this interval to have been (i) successfully transmitted, (ii) transmitted but without success, or (iii) discarded without any attempted transmission.  The error from not counting the packets that have just arrived and do not fall into any of these three categories is small (< 1/300 x 100 = 0.3%). 
Packet delivery success or failure
Under normal operation the packet loss rate is low: PELR is 10-3 or lower for all QCI except QCI 1 (conversational speech) for which it is 10-2.  However, it is clearly of interest to capture the occurrence of abnormal air interface losses or abnormal discards of packets that have not yet been transmitted.  We already have a counter for the latter defined in SA5 and now in 36.314, but not for the former.  Since the PELR is a defined qos parameter it would be useful to be able to measure on a cell level if this is being met.  The definition would probably involve some of the complexity of the successful transmitted bit-rate discussed above but the counter would be closely related to the downlink packet delay counter already agreed by RAN2 and SA5.  Also by separating this metric from the bit rate it allows an operator more flexibility and greater insights into the eNodeB operation.
Proposal 1: we adopt a simple IP packet ingress rate counter for the downlink (to be defined in SA5 specifications only)
Proposal 2: we add a new counter to assess the downlink air interface packet loss (of each QCI).
2.1.2
Uplink

On the uplink it is straightforward for the eNodeB to measure the (successful) received rate of PDCP SDUs.  These are the IP packets which are transmitted on the S1.  This measurement can be performed at layer 3 and represents the egress rate out of the top of PDCP.
To align with the downlink layer the air interface packet loss rate on the uplink would be a useful counter – this could be measured by PDCP using the sequence numbers.
Proposal 3: we adopt a simple IP packet eggress rate counter for the uplink (to be defined in SA5 specifications only)

Proposal 4: we add a new counter to assess the uplink air interface packet loss (of each QCI).
2.2 Q2 and Q3: all tx bit-rate
RAN2 ask:
Q2: ”what is the purpose of this measurement?  In particular, what is the purpose of adding retransmitted bit-rate to the application level bit-rate?

Q3: “how should retransmissions be measured ?” 

Proposal 5: we drop these measurements from 32.425 and use the counters in proposals 1-4.
Proposal 4: we only send one measurement LS to RAN2
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