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1
Decision/action requested

This document provides further clarifications on TR-069 HNB and eHNB management as described in TR 32.821. It is proposed to:

1. Simplify the HNB/SeGW architecture (with O&M interfaces) by removing the HNB logical OA&M

2. Clarify the IP addressing schema

3. Add a flow digram on discovery, security association establishment and connection to the ACS server

4. Provide references to IPSec NAT traversal and IP address allocation schema

5. Clarify the scope section to include the need to derive the non RAN objects to be included in a HNB management datamodel. These should include CM, PM and FM.

2
References

· RFC 3948, UDP Encapsulation of IPsec ESP Packets

· 3GPP TS 33203 – Annex M (NAT traversal)

· RFC 3456, Dynamic Host Configuration Protocol (DHCPv4), Configuration of IPsec Tunnel Mode

3
Rationale

· The SeGW architecture as per TR 32.821 includes a HNB logical OA&M functionality to relay TR-069 connection requests from the ACS to the HNB. This function was introduced to solve the issue of overlapping logical IP addresses in the HNB. This introduces complexity in the architecture and an extra option. Assuming the MNO operator uses non overlapping IP addresses for the HNBs, the HNB logical OA&M functionality is not needed because the HNB connection request could be sent towards the HNB IP@. Alternatively a HNB operator can have several MNO Intranet domains, where the HNB IP addresses are unique within a given MNO Intranet domain but could be overlapping if beloinging to different MNO Intranets domains. In this particular case, each MNO Intranet domain need to run a separate serving ACS; a HNB operator network is composed of different MNO Intranet domains.
· Provide clarification on the addressing schema and high level architecture used for the HNB-SeGW management architecture
· Provide a high level call flow for initial setup of the IPSec tunnel, ACS and SeGW discovery and NAT traversal of IPSec tunnels.
4
Detailed proposal

Scope

The present document intends to study the following: 

1) Define SON OAM solution architecture for both LTE and UMTS home NodeB.

2) Identify differences between SON OAM solution architecture for LTE Marco eNodeB and that for LTE and UMTS home NodeB; Propose aligned SON OAM solution architecture.

3) Identify what can be standardized for SON for LTE and UMTS NodeB in 3GPP SA5.

4) Prepare the work for a later implementation work item.
5) Derive the the non RAN configuration management and PM/FM objects to be included in a HNB data model and document the RAN CM objects.
2
References

The following documents contain provisions which, through reference in this text, constitute provisions of the present document.

· References are either specific (identified by date of publication, edition number, version number, etc.) or non‑specific.

· For a specific reference, subsequent revisions do not apply.

· For a non-specific reference, the latest version applies. In the case of a reference to a 3GPP document (including a GSM document), a non-specific reference implicitly refers to the latest version of that document in the same Release as the present document.

[1]
3GPP TR 21.905: "Vocabulary for 3GPP Specifications".

[2]
3GPP TS 32.101: "Telecommunication management; Principles and high level requirements".

[3]
3GPP TS 32.102: "Telecommunication management; Architecture".

[4]
3GPP TS 32.300: "Telecommunication management; Configuration Management (CM); Name convention for Managed Objects".

[5]
NGMN White Paper Version 3.0  http://www.ngmn-cooperation.org/
[6]
3GPP TR R3.020, Home (e)NodeB

[7]
3GPP S1-082360 OA&M Requirements for HNB/HeNB

[8] 
TR-069 Amendment 2, CPE WAN Management Protocol v1.1, Broadband Forum, viewable at http://www.broadband-forum.org/technical/download/TR-069Amendment2.pdf
[9]
3GPP TR 25.820 3G Home NodeB Study Item Technical Report

[10]
3GPP TS 36.300 E-UTRA and E-UTRAN Overall Description Stage 2

[11]
3GPP TS 25.401 Radio Access Network UTRAN Overall Description

[12]
3GPP S1-082224 TS 22.220 v0.3.0
[13]



RFC 3948, UDP Encapsulation of IPsec ESP Packets

[14]



3GPP TS 33203 – Annex M (NAT traversal)

[15]
RFC 3456, Dynamic Host Configuration Protocol (DHCPv4), Configuration of IPsec Tunnel Mode
3
Definitions, symbols and abbreviations

3.1
Abbreviations

For the purposes of the present document, the following abbreviations apply:

ACS

Auto-Configuration Server (TR-069)

BD

Broadband Device

BDMS

Broadband Device Management System
DM
Domain Manager

EM
Element Manager

FFS
For Further Study
HGWMS

Home Node B Gateway Management System

HMS

Home Node B Management System

HNB

Home NodeB
IP
Internet Protocol

LTE
Long Term Evolution

MME
Mobile Management Entity

NGMN
Next Generation Mobile Networks

PnP

Plug and Play

SAE
System Architecture Evolution

SON
Self-Organising Networks
TBD
To Be Discussed

UMTS
Universal Mobile Telecommunications System

UTRAN
UMTS Radio Access Network

5.1
Management Reference Model for HNB

Editor’s Notes:

1.The interface type 2 and type 1 which are defined in TS32.101 are to be standardized for the management of Home NodeB and Home eNodeB.

2.Management Reference model in TS.32.101 figure 1 needs no change. 

3.Type 2: is IRP based; investigate what enhancements (to current set of IRP specifications) are needed for management of Home NodeB and Home eNodeB. 

4.Type 1: investigate what protocol is appropriate for Home NodeB and Home eNodeB.

5.TR32.821 shall address type 1 requirements and type 2 requirements separately.

5.2 
HNB System Overview

3G HNBs are consumer products which provide 3G Services in the home utilising the internet connection, provided by the Consumer’s Broadband Device, to connect to the Mobile Operator’s Core Network HNB Gateways. The Mobile Operator’s Business model may also include the broadband service offering and therefore support for a consolidated Management Platform needs to be taken into account by 3GPP SA5 for HNB-GW Discovery Procedures.

3GPP SA1 requirements contained within 3GPP TS 22.220 v0.3.0 [12] state that the OAM procedures shall be as closely aligned as possible with those that are commonly used in broadband access networks as defined in [8] which is the TR-069 CPE WAN Management Protocol.

This document defines a TR-069 based OAM interface for Configuration Management, Performance Management, and Fault Management.
5.2.1 High level architecture – HNB standalone case, rooted BB Device

Figure 1 provides the high level architecture and the IP addressing assumptions. These are aligned with RFC 3456. In addition it provides a clear split between the different domains: MNO operator domain, BB access operator domain and the home domain. The MNO operator domain and the BB access operators domains may be provided by the same operator.
Each SeGW manages an IP address pool where the addresses attributed to HNBs are unique within the MNO operator domain. It is however possible for an operator to have several MNO Intranet domains, where the HNB IP addresses are unique within a given MNO Intranet domain but could be overlapping if beloinging to different MNO Intranets domains. In this particular case, each MNO Intranet domain need to run a separate serving ACS; a MNO operator network is composed of different MNO Intranet domains.
· The BB device has a public IP address obtained from the access operator: IP@2.

· At initial switch-on time the HNB obtains an IP address from the BB device by means of DHCP: IP@1. IP@1 is typically a private IP@. IP@1 is unique within the home domain, but not necessarily globally unique (not routable outside the home domain), thus the need for NAT.

· During the IPSec tunnel establishment using the IKEv2 protocol, the HNB obtains an IP address: IP@3 which is the Femto internal address allocated on the MNO Intranet by SeGW via IKEv2 procedures [RFC3456]. This “virtual” address is unique within the MNO domain through the provisioning within the different SeGWs of disjoint IP address pools. IP@3 is not visible by the BB access provider domain since it will always be inside the IPSec tunnel. IP@3 will be visible by the MNO, in particular the ACS will use it to initiate TR-069 connections.

SeGWs advertise their respective IP@ pools (as prefixes) to the MNO so that the routing to the appropriate SeGW could take place. These IP@ pools are provisioned on the SeGWs by means of Network Management. The SeGW implements a forwarding function that allows packets to be forwarded on the right IPSec tunnel based on their destination address.
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Figure 1: IP addressing schema for HNB

The MNO needs to register the initial SeGW and the initial ACS to the public DNS so that at initial switch-on time the HNB could establish a first security association and get initial configuration data from the initial ACS server. The initial ACS configures the device with the URL of the Serving ACS and the Serving SeGW IP @. A second security association is then established with the serving SeGW which provides IP@3. The HNB is then configured to forward all the traffic through the IPSec tunnel.

5.2.2 High level architecture – combined BB device + HNB
Figure 2 provides the high level architecture and the addressing schema for the specific case of a HNB. Similar to previous case IP@3 is allocated by the MNO to the HNB function residing inside the BB Sevice.The only difference with the previous figure is that there is no need for NAT traversal of the IPSec tunnel.
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Figure 2: IP addressing schema for combined BB Device+HNB
5.2.3 High level architecture – HNB standalone case, bridged BB Device
In this scenario the BB Device is not performing routing functionality nor NAT, it is acting as a bridge. Therefore the HNB gets a pulic IP address: IP@2. In addition it will get from the MNO IP@3. This case is very similar to 5.2.2.
5.2.4 Flow diagram for the initial HNB IPSec tunnel establishment and TR-069 activation

Figure 3 provides the high level flow diagram for the initial activation of the HNB. The basic assumption are:

· The MNO needs to publish the initial SeGW and the initial ACS domain names in the public DNS, so that the initial configuration to get the IP@ of the serving SeGW and the serving ACS domain name can take place.

· The Serving ACS IP@ may not need to be visible outside the MNO domain. The ACS domain name and corresponding IP@ should therefore be published in the private DNS of the MNO.

· The BB Sevice implements NAT and Firewall functionality in the case of standalone Femto.
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Figure 3: high level flow diagram for the initial setup

· 1. HNB initiates a DHCP request

· 2. BB Device provides IP@1 (typically private IP@)

· 3. Contact intial SeGW and initial ACS to get basic configuration data: Serving ACS URL, Serving Se-GW IP@. Details of the call flows are not provided in this contribution. However these are either similar to steps 4 through 9  making use of an IPSec tunnel or use a SSL connection to the initial ACS. The initial SeGW and initial ACS are pre-programmed in the Femto and may be unique for the MNO operator.
· 4. and 5. IKEv2 based security association negociation. The serving SeGW provides to the HNB IP@3 which will be visible by the MNO but not by the access provider.

From now on, all the communications will be handled through the use of the IPSec tunnel

· 6. DNS request to the MNO private DNS server to resolve the Serving ACS IP@.

· 7. Private MNO DNS provides theServing  ACS IP@

· 8. and 9. HNB issues an initial configuration request to the Serbing ACS, and receives configuration data. IP@3 is the only visible IP@ to the HNB.

10. All subsequent TR-069 connections are established using IP@3.
5.2.4 HNB-HNB-GW architecture with OA&M interfaces
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Figure 4: HNB/HNB-GW architecture with O&M interfaces

Figure 4 is the Home Node B equivalent to Figure 9 in the 3GPP specification TS 25.401 [11] and depicts both an integrated HNB on the left side and standalone HNB with a co-located Broadband Service on the right hand side.  

The logical OAM is the signalling associated with the control of logical resources owned by the Management Platform but physically implemented in the HNB and notified to the HNB-GW. This contribution suggests that the messages needed in the information exchange between the Management Platform and the HNB are an integral part of TR-069 as defined by the Broadband Forum [8]. The subsequent messages needed in the information exchange between the HNB and the HNB-GW is an integral part of HNBAP as defined by 3GPP RAN3.

Implementation Specific OAM functions are heavily dependent on the implementation of the HNB, both for its hardware components and for the management of the software components. This contribution suggests that the messages needed in the information exchange are an integral part of TR-069 as defined by the Broadband Forum [8]. 

There are two equivalent, alternative paths for communications between the HNB and the Management Platform for O&M purposes.  These are:

1.   The TR-069 management path is between the HNB and the Management Platform via a secure IPSec tunnel that terminates at the Security Gateway element of the HNB-GW.  Management traffic is then routed from the private side of the Security Gateway through the operator’s IP network to reach the Management Platform.  The TR-069 management traffic shares the same IPSec SA as the HNB bearer and control traffic.
2.  The TR-069 management path is directly between the HNB and the Management Platform via a routed IP path that does not traverse any element through the HNB-GW, including the Security Gateway.  The management path is therefore independent of the HNB-GW’s security method, geographic location and availability, as per Figure 1. This case is the default mode of operation of TR-069.
In both cases, TR-069 O&M and HNB bearer/control traffic share the same physical interface at the HNB into the broadband IP network.








The challenges from a deployment perspective are with FAP Initialisation and FGW Discovery which are as follows:

a. Network Operator’s with a consolidated Broadband and FAP offering may require to combine the TR-069 ACS Platforms in their network which requires secure communication to the ACS Servers prior to IPSec Tunnel establishment

b. TR-069 CPE devices are currently factory programmed with a Bootstrap ACS URL only and therefore FAP capable CPEs either require to be factory programmed with Bootstrap Security Gateway/IPSec Information or this information is supplied outside of the IPSec tunnel before tunnel establishment

The HNBAP interaction between the HNB-GW and the HNB is recognised as 3GPP RAN3 defined and is out of scope of this document.
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