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1
Decision/action requested

To agree to add the proposed use cases of Self-healing into the TR.
2
References

(Reference - in list form - should be made to previous SA5/3GPP/etc. documents.)
[1]
S5-071944 Annex A Informative list of SON_Use_Cases_1.53.
[2]
S5-081038 TS 32.823 Study on Self-healing of SON v0.1.1
3
Rationale

This contribution lists the use cases of Self-healing.
4
Detailed proposal

It is proposed to add the following use cases into the TR 32.823:
***** Beginning of proposed content *******

5
Use cases of Self-healing

5.1 High level use case

5.1.1 Alarm monitoring and Self-healing

5.1.1.1 Goal
In the OAM system, the alarms are monitored realtimely. When an alarm which can be self-healed is raised, it is treated as the trigger of the Self-healing and the gathering of correlated information. By gathering the correlated information and further analysis, the self-healing actions of the fault shall be triggered.

The monitored alarms and the self-healing actions shall be configurable by the operator.

5.1.1.2 Current Situation
Currently, the alarms are usually processed manually by operators. Generally, to solve a fault, a series of actions need to be carried out. These actions may or may not be standardized, e.g. block /changeover /reset device, software download, modify the configuration data, etc.
5.1.1.3 Pre Conditions
Network is in normal operation.

5.1.1.4 Trigger / Scheduling

Automatically triggered when an alarm received, the alarm may be emitted by NE or OAM system.

5.1.1.5 Flow
 Step 1: The Self-healing functionality monitors the alarms, and when it finds alarm/s which can be solved automatically, goes to step 2. 

Step 2: It gathers more necessary correlated information (e.g. measurements, CM data, testing result, etc). 

Step 3: Based on the alarm and gathered correlated information, it does deep analysis and diagnosis, and gives the result: recovery actions.

Step 4: It triggers appropriate recovery actions to solve the fault automatically.

Step 5: It evaluates the result of self-healing:
If it finds that the fault has been solved, then the iteration of self-healing is ended.

If it finds that the recovery is failed, then an alarm shall be raised summarizing what the system has already done trying to cure the problem.

If the fault hasn’t been solved and the recovery is not failed, then the iteration of self-healing runs again.

5.1.1.6 Post Conditions
If the fault has been solved, the alarm is disappeared. Otherwise an alarm shall be raised summarizing what the system has already done trying to cure the problem.
5.2 Use cases
5.2.1 Self Recovery of Software

5.2.1.1 Goal
The software is recovered to the initial status or the status of latest backup, to ensure the software runs normally.

5.2.1.2 Current Situation
Sometimes, the software runs abnormally and some processes are out of service.

5.2.1.3 Pre Conditions
The operator has the initial backup or the latest backup of the software.

5.2.1.4 Trigger / Scheduling
The software monitoring functionality detects the abnormal status when it is monitoring the status of the running processes.

5.2.1.5 Flow
1. The software monitoring functionality detects that a process is out of service.
2. Verify the version of files, if it is found that the files are destroyed, restore the backup of the destroyed files.
3. Check the configuration data, if it is found that the configuration data is incorrect, restore the configuration data...
4. If necessary, restart the process.

5. If it is still abnormal after the restarting, an alarm shall be raised to notify the operator to process the problem manually.
5.2.1.6 Post Conditions
The process is started normally.

5.2.3 Self-healing of the processing error alarms

5.2.3.1 Goal

By downloading correct version of software or reconfiguring the data automatically, the processing error alarms in the NE which caused by inconsistent software version or wrong data configuration are recovered automatically.

5.2.3.2 Current Situation

Processing error includes the inconsistent of software versions, radio parameters errors, etc. This kind of faults will cause the services out of service.

5.2.3.3 Pre Conditions

Network is in normal operation.

5.2.3.4 Trigger / Scheduling

Receive the processing error alarm.

5.2.3.5 Flow
1. NE detects the data configuration error, and emits the processing error alarm.

2. System analyses the content of the alarm and correlated information, and tries to find the cause of the error.

3. If the cause is inconsistent software version, then the correct version of the software shall be downloaded to the NE.

If the cause is wrong configuration of radio parameters (e.g. about cell, carrier frequency, channel, etc), then the parameters shall be reconfigured and then synchronized to the NE.

5.2.3.6 Post Condition

The recovery is successful, and the alarm is cleared.
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