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1
Decision/action requested

To agree on the overview of Self-healing of SON.
2
References
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3
Rationale

(with bullet points, the reasons for the proposed action. 
The objectives of the proposal should be clearly stated. 
Rejected alternative solutions should be mentioned if this aids understanding).

This contribution proposes the Self-healing overview.
4 Detailed proposal
It is proposed to add the following text into the TR 32.823:

*************** Beginning of the proposed text *******************
4 Self-healing overview

… … 
4.2 Recovery actions

From the point of view of fault management, faults are distinguished in two categories: software faults and hardware faults [2]. 
In the case of software faults, the recovery actions may be：

a)  system initializations (at different levels), 
b)  activation of a backup software load, 
c)  activation of a fallback software load, 
d)  download of a software unit,

e)  reconfiguration,  etc.
In the case of hardware faults, the recovery actions depend on the existence and type of redundant (i.e. back-up) resources. 
If the faulty resource has redundancy, the recovery action shall be changeover.

If the faulty resource has no redundancy, the recovery actions may be:

a)
Isolate and remove the faulty resource from service so that it cannot disturb other working resources;

b)
Remove from service the physical and functional resources (if any) which are dependent on the faulty one. This prevents the propagation of the fault effects to other fault-free resources;

c)
State management related activities for the faulty resource and other affected/dependent resources;
d)  Reset the faulty resource;
e)  Other reconfiguration actions, etc
4.3 General Self-healing procedure
The logic view of the general Self-healing procedure is shown in figure 1:
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figure 1: logic view of the general Self-healing procedure

Step 1: The Self-healing functionality monitors the alarms, and when it finds alarm/s which can be solved automatically, go to step 2. 
Step 2: It gathers more necessary correlated information (e.g. measurements, CM data, testing result, etc). 
Step 3: Based on the alarm and gathered correlated information, it does deep analysis and diagnosis, and gives the result: recovery actions.
Step 4: It triggers appropriate recovery actions to solve the fault automatically.
Step 5: It evaluates the result of self-healing:
If it finds that the fault has been solved, then go to step 6.

If it finds that the recovery is failed,  then  go to step 7.

If the fault hasn’t been solved and the recovery is not failed, then go to step 2.

Step 6: The iteration of self-healing is ended.

Step 7: An alarm shall be raised summarizing what the system has already done trying to cure the problem.
*************** End of the proposed text *******************
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